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• Particle Physics (in 2024): 
- All particles in the Standard Model discovered 
- Very few lab measurements in tension with SM 
- SM known to be incomplete: 

Dark matter, baryon asymmetry, 
gravity, hierarchy,…  

• Looking for New Physics 
- Lepton Flavour Violation:  

- Charged Lepton Flavour Violation:

3

Heavily suppressed in the SM  (Δm2ν/Δm2W)2 
Branching fraction < 10-54

Niklaus Berger – June 2024 – Slide 2

Particle Physics 2024:

• All particles in the Standard 
Model discovered

• Very few lab measurements in 
tension with SM

• SM known to be incomplete: 
Dark ma!er, baryon asymmetry, 
gravity, hierarchy,... 
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Best limits on LFV
PSI muon experiments
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Previous attempts to measure µ+ →e+e+e- 
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• Processes like :
• µ⁺ → e⁺ γ , 
• µ⁻ N → e⁻ N , 
• μ⁺ → e⁺ e⁻ e⁺ 
 → not observed!

• Best limits on LFV come from 
PSI muon experiments
• μ⁺ → e⁺ e⁻ e⁺

BR < 1 x 10-12 (SINDRUM, 1988)
• µ⁻ Au → e⁻ Au 

BR < 7 x 10-13 (SINDRUM II, 2006)
• µ⁺ → e⁺ γ

BR < 3.1 x 10-13 (MEG II, 2024)

See latest results from MEG 2 here
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• Loop diagrams 
- Supersymmetry 
- Little Higgs models 
- Seesaw models 
- GUT models (leptoquarks) 
- …  

• Tree diagrams 
- Higgs triplet models 
- Extra heavy vector bosons (Z’) 
- Extra dimensions  

(Kaluza-Klein tower)  
- … 

New physics in µ+ → e+e+e-
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µ+ → e+e+e- signal and background
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Niklaus Berger – June 2024 – Slide 18

• Combination of positrons from ordinary 
muon decay with electrons from: 
- photon conversion, 
- Bhabha sca!ering, 
- Mis-reconstruction 
 

• Need very good timing, vertex and  
momentum resolution

Accidental Background

• Signal 
- Common vertex 

-  

-  

-  

• Internal Conversion 
- Common vertex 

-  

-  

-  

• Combinatorial 
- No common vertex 

-  

-  

-

∑ ⃗p = 0

∑ E = mμ

∑ teee = 0

∑ ⃗p ≠ 0

∑ E < mμ

∑ teee = 0

∑ ⃗p ≠ 0

∑ E ≠ mμ

∑ teee ≠ 0

→ momentum  
and total energy resolution 

→ time  
and  vertex resolution,  
kinematic reconstruction 
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• Muons decay at rest in target  
• e+/e- start propagating in 

magnetic field 
• two Si pixel layers vertex 

detector 
• two more Si pixel layers and 

tracking 

• Scintillating Fibres to 
differentiate e+ from e- 

• Recurl tracking stations for 
optimal momentum resolution 

• Scintillating Tiles for optimal 
timing resolution
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Particle’s direction through detector:
• Muons decay at rest in target
• Electrons and positrons start propagating in magnetic field
• Charged particles recurl in 1 T magnetic field → e+/e- detected a 

second time.
 

Mu3e – Particle Detection PrincipleExperiment idea

8
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- multiple Coulomb scattering → ultra-thin tracking layers 
- high particles rates → highly granular detectors and fast online 

reconstruction 
- compact design → high integration level (sensors, readout ASICs) 

⇒ Innovative Technologies: 

- High Voltage Monolithic Active Pixel Sensors (HV-MAPS) for tracking 
- Ultra-thin pixel modules (0.1% X/X0) and excellent spatial resolution 

(~30 μm) 
- MuTRiG readout ASIC for timing detectors with ~30 ps time 

resolution 
- Online filter farm based on Graphical Processing Units (2.3 x 106

 

frames/s)

Experimental challenges

9
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 Germany: University Heidelberg (KIP), University Heidelberg (PI), 
Karlsruhe Institute of Technology, University Mainz 

 Switzerland: University of Geneva, Paul Scherrer Institute, ETH 
Zurich, University Zurich, [University of Applied Sciences Northwestern 
Switzerland] (associated partner) 

 United Kingdom: Bristol University, Liverpool University, Oxford 
University, UC London

Mu3e Collaboration

10

~85 members (~20 PhD students)
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Experimental requirements
Mu3e experiment
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• High muon rates → high granularity and fast processing

• Compact design → high integration level (sensors, readout ASICs)

• Internal conversion → excellent momentum resolution (~0.5 MeV)

• Accidental background → good timing (~100ps) and vertex resolution (~0.2mm)

• Low energy electrons → low material budget and recurl tracking stations


May 16, 2023 | New Frontiers in Lepton Flavor                                                                                  Cristina Martin Perez | ETH Zurich
Figure 1: The active part of the Mu3e detector, with a central tracker surrounding the target, and upstream and

downstream tracking stations. The large lever arm created by the recurling tracks enables the high momentum
resolution required.

Figure 2: The 30 ton Mu3e solenoid magnet arriving at PSI.
After a commissioning phase, the magnet will be
installed in the ⇡E5 experimental area, and can
provide a magnetic field of up to 2.6 Tesla with an
excellent �B

B uniformity and stability of O(10�4).

Figure 3: The simulated reconstructed mass versus the
momentum balance of two positrons and one
electron from a common vertex [9]. The acci-
dental background is shown in blue, the domi-
nating background from internal conversion is
shown in red.

1.1 The Mu3e detector

The Mu3e detector is located at the Compact Muon Beam Line at the ⇡E5 channel, which delivers

so-called surface muons, originating from pions decaying at rest at the surface of the production

target. After the positron contamination from the beam is removed by a Wien filter, a beam of up to

108 µ+/s is transported to the centre of the Mu3e solenoid magnet, and stopped on a hollow double-

cone target, which spreads out the decay vertices in z and minimises the amount of target material

seen by the decay particles. The target is surrounded by the cylindrical central tracker, consisting of

the inner silicon pixel detector, a scintillating fibre tracker for timing purposes, and the outer silicon

pixel detector. An optimal momentum resolution of better than 1MeV is achieved by letting the

positrons(electrons) recurl in the magnetic field, either crossing the central tracker again, or hitting

the outer tracking stations surrounding the upstream and downstream beam pipe. These stations

3

Mu3e

11
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Muon beam
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• S.E.S. of 10-15 (Phase I) → intensity frontier and continuous beam line

• HIPA accelerator at Paul Scherrer Institute (PSI) in Switzerland


- 2.2 mA protons at 590 MeV (1.5 MW)

• World’s most intense muon beam:


- Low momentum muons ~28 MeV

- πE5 beamline shared between MEG II and Mu3e

- 108 μ/s stopped on Mu3e target

Experimental Area @ PSI

SLAC FPD Seminar - 01.12.2020 Sebastian Dittmeier - Heidelberg University 29

at high intensity
Muon beam

16May 16, 2023 | New Frontiers in Lepton Flavor                                                                                  Cristina Martin Perez | ETH Zurich

PSI is home of world’s most intense continuous muon beam
Cyclotron produces 2.2 mA proton beam with 590 MeV
Production of pions and muons on Carbon target
Continuous, sub-surface µ+ with 28 MeV

108 µ/s at Compact Muon Beamline (CMB)
1010 µ/s with the future High Intensity Muon

Beams (HIMB) project (2029+)

21/32 September 19, 2022 A. Perrevoort: Lepton Flavour Violation ann-kathrin.perrevoort@kit.edu | KIT - ETP

Mu3e Experiment
Muon Beam

Target

Inner pixel layers

Scintillating !bres

Outer pixel layers

Recurl pixel layers

Scintillator tiles

μ Beam
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Muon beam

13

The Experiment

Paul Scherrer Institute, 
Villigen, Switzerland

• High intensity muon 
beam

• 107 − 108
muons/seconds

• Sensitivity goal: 
• B(µ→eee) ≤2 ∙ 10−15

07/03/2024 DPG KARLSRUHE 2024, SOPHIE GAGNEUR 3

• S.E.S. of 10-15 (Phase I)  
→ intensity frontier  
and continuous beam line 

• HIPA accelerator  
at Paul Scherrer Institute 
(PSI) in Switzerland 
- 2.2 mA protons at 590 MeV (1.5 MW) 

• World’s most intense muon beam: 
- Low momentum muons ~28 MeV 
- πE5 beamline shared with MEG II  
- 108 μ/s stopped on Mu3e target
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Stopping target and magnet

14

and magnet
Stopping target
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• Target (70μm thick, 100mm long, 19mm radius):

- Hollow: material budget traversed  

by decay particles minimized

- Double-cone: decay vertices spread  

out in the longitudinal direction

- Mylar: high stopping power

May 16, 2023 | New Frontiers in Lepton Flavor                                                                                  Cristina Martin Perez | ETH Zurich

Distribute muon stops over large surface

Reduce material traversed by decay products

Hollow, double-cone target made from Mylar

100 mm long, 38 mm diameter, 70 µm/80 µm thick

Stopping rate of 95.5%

12/22 May 19, 2022 A. Perrevoort: Searching for LFV with Mu3e ann-kathrin.perrevoort@kit.edu | KIT - ETP

Mu3e Experiment
Stopping Target

Target

Inner pixel layers

Scintillating !bres

Outer pixel layers

Recurl pixel layers

Scintillator tiles

μ Beam

• Homogeneous, stable solenoidal 
superconducting magnet of 1 T:


- Precise momentum 
reconstruction with recurlers


- Guides beam to target

• Delivered at PSI and operational


The Phase I Mu3e Experiment

Figure 3.10: Estimated beam profile at the Mu3e target
position.

The coupling to the central detector region inside the
solenoid magnet is planned to be with a custom bellows sys-
tem (see Figure 5.5) reducing step-wise the aperture to an
inner diameter of 60 mm for the inner vacuum-pipe. This
will contain a 600 µm thick Mylar (biaxially-oriented poly-
ethylene terephthalate) moderator located at an intermedi-
ate focus point some few hundred millimetres in front of the
target and will end with a 35 µm Mylar vacuum window,
placed just in front of the Mu3e target, where the aper-
ture narrows down to 40 mm diameter due to the support
structure of the inner pixel layers. A double-cone Mylar
target of radius 19 mm, length 100 mm and total thickness
of 150 µm (see chapter 6) is located close to the vacuum
window at the centre of the solenoid. The warm bore of the
solenoid is filled with helium gas at atmospheric pressure
to reduce multiple scattering. Furthermore, a 20 mm thick
lead collimator system will be introduced shortly after the
moderator to protect the inner pixel layers from hits by the
muon beam as well as from particles outside of the target
acceptance.

Estimates for the final muon stopping rate on the target
are based on the re-measured 1-‡ beam emittances at the
intermediate collimator system in 2018, corresponding to ‘x

= 950 fi · mm · mrad, ‘y = 490 fi · mm · mrad and the g4bl
simulation. The beam losses along the beam line can be
seen in Figure 3.8 and the corresponding beam envelope
sizes in Figure 3.9.

Even though the muon beam intensity at injection into
the solenoid achieves the commissioning goal, it is the inner
silicon detector diameters and the associated beam pipe size
that determine the stopping target diameter, which has
been maximised to a radius of 19 mm. These conditions
are a compromise between stopping rate, occupancy and
vertex resolution.

The main losses are associated with the transition to the
initial diameter of the beam pipe, and the final narrowing
to a 40 mm diameter at its end. The final beam-spot at the
target is shown in Figure 3.10. The beam intensity on the

target is expected to be ≥5≠6◊107
µ

+/s at 2.4 mA proton
current for the current 40 mm long production Target E.
The final muon rate can further be enhanced by the use of
the 60 mm production target, or the recently tested 40-mm
long slanted target. Both of these targets lead to a further
≥30-40% enhancement, so yielding muon rates on the Mu3e
target of about ≥7≠8◊107

µ
+/s at 2.4 mA proton current.

Further enhancements are still under study.

17
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• Target  
(70 μm thick, 100 mm long, 19 mm radius): 
- Hollow: material budget traversed 

by decay particles minimized 
- Double-cone: decay vertices spread 

out in the longitudinal direction 
- Mylar: high stopping power

Stopping target and magnet
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Distribute muon stops over large surface

Reduce material traversed by decay products

Hollow, double-cone target made from Mylar

100 mm long, 38 mm diameter, 70 µm/80 µm thick

Stopping rate of 95.5%
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Mu3e Experiment
Stopping Target

Target

Inner pixel layers

Scintillating !bres

Outer pixel layers

Recurl pixel layers

Scintillator tiles

μ Beam

• Homogeneous, stable solenoidal 
superconducting magnet of 1 T:


- Precise momentum 
reconstruction with recurlers


- Guides beam to target

• Delivered at PSI and operational


• Magnet  
Homogeneous, stable solenoidal  
superconducting magnet of 1 T 
- Precise momentum reconstruction with recurlers 
- Guides beam to target 
- Delivered at PSI and operational
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Pixel Detector

16

Mechanics
Pixel detectors
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The Vertex Detector

SLAC FPD Seminar - 01.12.2020 Sebastian Dittmeier - Heidelberg University 36

V-channels for
mechanical support

(outer layers only)

Building the Pixel Tracking Detector

SLAC FPD Seminar - 01.12.2020

Sebastian Dittmeier - Heidelberg University

35

Target

Inner pixel layers

Scintillating !bres

Outer pixel layers

Recurl pixel layers

Scintillator tiles

μ Beam

• Lightweight pixel tracker for vertex identification and momenta measurement

• Arranged in three stations (central, upstream, downstream)

• Coaxial cylinders in 4 layers: 2 (2) inner (outer) before (after) timing detectors

• Minimal material (~1‰ X0)

• 50 g/s 5 kW gaseous helium cooling
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The Vertex Detector

SLAC FPD Seminar - 01.12.2020 Sebastian Dittmeier - Heidelberg University 36

V-channels for
mechanical support

(outer layers only)

Building the Pixel Tracking Detector

SLAC FPD Seminar - 01.12.2020

Sebastian Dittmeier - Heidelberg University
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Target

Inner pixel layers

Scintillating !bres

Outer pixel layers

Recurl pixel layers

Scintillator tiles

μ Beam

• Lightweight pixel tracker for vertex identification and momenta measurement

• Arranged in three stations (central, upstream, downstream)

• Coaxial cylinders in 4 layers: 2 (2) inner (outer) before (after) timing detectors

• Minimal material (~1‰ X0)

• 50 g/s 5 kW gaseous helium cooling

Silicon pixel detector HV-MAPS
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Figure 7.2: Geometry of the cent ral pixel t racker including the target .

layer 1 2 3 4

number of modules 2 2 6 7
number of ladders 8 10 24 28
number of M uPix sensors per ladder 6 6 17 18
inst rumented length [mm] 124.7 124.7 351.9 372.6
minimum radius [mm] 23.3 29.8 73.9 86.3

Table 7.1: Pixel t racker geomet ry parameters of the cent ral barrel. The radius is defined as the nearest distance of M uPix
sensor w/ o polyimide support to the symmet ry axis (beam line).

Figure 7.3: 3D-model reproduct ion of the Tracker Layer 1
assembly, from single ladder to module to full layer.

and also helps with the alignment of the pixel t racker.
There is a small physical clearance, along the radial dir-
ect ion, between overlapping sensors of ¥ 200µm.

7.1.2 Signal pat h

The signal connect ion between the front -end FPGA board,
located on the service support wheels (SSW, sect ion 13.3),
and the M uPix chips is purely elect ric and different ial with
impedance-cont rolled lines.

A schemat ic path of a different ial signal is shown in Fig-
ure 7.5. The FPGA board is plugged into a back-plane

where basic rout ing is performed. The distance to the
detector (about 1m) is bridged with micro-twisted pair
cables, each consist ing of two copper wires with 127µm
diameter, insulated with 25µm polyimide and coated to-
gether with a polyamide enamel. The different ial imped-
ance of this t ransmission line is Zdi ff ¥ 90⌦. 50 such
pairs are combined to a flexible bundle with a diameter
of less than 2mm. At both ends, the wires are soldered
onto small PCBs, plugged into zero-insert -force (ZIF) con-
nectors. On the detector end, the signals are routed on flex-
ible PCBs to the HDI (see subsect ion 7.2.5). The connec-
t ions between the components use indust ry-standard parts
(back-plane connectors, gold-ball/ gold-spring array inter-
posers) and SpTA-bonding, as shown in the figure.

7.2 Pixel Tracker Modules

The pixel t racker modules of all layers have a very similar
design. They consist of either four or five inst rumented
ladders mounted to a polyetherimide (PEI) endpiece at the
upst ream and downst ream ends. The ladders host between
6 and 18 M uPix chips glued and elect rically connected to a
single HDI circuit . For the inner two layers, self-support ing
half-shells define a module, with each half shells comprising
four (layer 1) or five (layer 2) short ladders with six M uPix
sensors.

For the outer two layers, a single module is an arc-
segment , corresponding to either 1/ 6th (layer 3) or 1/ 7th
(layer 4) of a full cylinder. Outer layer modules comprise
four ladders with either 17 (layer 3) or 18 (layer 4) M uPix
sensors.

24

Pixel tracker – High Voltage Monolitic Active Pixel Sensors (HV-MAPS) -  MuPix 
• Hits matched between two inner layers and two outer layers 
• Cooled with helium gas
• Acceptance increased with recurl stations
• 50 µm thickness (vertex), 70 µm (recurl)
• Active area 20 x 20 mm2 (23 mm including readout area)
• Operated with up to 70 V
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sensor w/ o polyimide support to the symmet ry axis (beam line).
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ect ion, between overlapping sensors of ¥ 200µm.

7.1.2 Signal pat h

The signal connect ion between the front -end FPGA board,
located on the service support wheels (SSW, sect ion 13.3),
and the M uPix chips is purely elect ric and different ial with
impedance-cont rolled lines.

A schemat ic path of a different ial signal is shown in Fig-
ure 7.5. The FPGA board is plugged into a back-plane

where basic rout ing is performed. The distance to the
detector (about 1m) is bridged with micro-twisted pair
cables, each consist ing of two copper wires with 127µm
diameter, insulated with 25µm polyimide and coated to-
gether with a polyamide enamel. The different ial imped-
ance of this t ransmission line is Zdi f f ¥ 90⌦. 50 such
pairs are combined to a flexible bundle with a diameter
of less than 2mm. At both ends, the wires are soldered
onto small PCBs, plugged into zero-insert -force (ZIF) con-
nectors. On the detector end, the signals are routed on flex-
ible PCBs to the HDI (see subsect ion 7.2.5). The connec-
t ions between the components use indust ry-standard parts
(back-plane connectors, gold-ball/ gold-spring array inter-
posers) and SpTA-bonding, as shown in the figure.

7.2 Pixel Tracker Modules

The pixel t racker modules of all layers have a very similar
design. They consist of either four or five inst rumented
ladders mounted to a polyetherimide (PEI) endpiece at the
upst ream and downst ream ends. The ladders host between
6 and 18 M uPix chips glued and elect rically connected to a
single HDI circuit . For the inner two layers, self-support ing
half-shells define a module, with each half shells comprising
four (layer 1) or five (layer 2) short ladders with six M uPix
sensors.

For the outer two layers, a single module is an arc-
segment , corresponding to either 1/ 6th (layer 3) or 1/ 7th
(layer 4) of a full cylinder. Outer layer modules comprise
four ladders with either 17 (layer 3) or 18 (layer 4) M uPix
sensors.
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• readout logic and amplifiers 
embedded in the pixel n-well

• thin active region (10 m) → 
fast charge collection via drift

Mu3e detector design

May 2023 A. Loreti @Liverpool 6
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The Vertex Detector

SLAC FPD Seminar - 01.12.2020 Sebastian Dittmeier - Heidelberg University 36

V-channels for
mechanical support

(outer layers only)

Building the Pixel Tracking Detector

SLAC FPD Seminar - 01.12.2020

Sebastian Dittmeier - Heidelberg University
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μ Beam

• Lightweight pixel tracker for vertex identification and momenta measurement

• Arranged in three stations (central, upstream, downstream)

• Coaxial cylinders in 4 layers: 2 (2) inner (outer) before (after) timing detectors

• Minimal material (~1‰ X0)

• 50 g/s 5 kW gaseous helium cooling

Silicon pixel detector HV-MAPS
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inst rumented length [mm] 124.7 124.7 351.9 372.6
minimum radius [mm] 23.3 29.8 73.9 86.3

Table 7.1: Pixel t racker geomet ry parameters of the cent ral barrel. The radius is defined as the nearest distance of M uPix
sensor w/ o polyimide support to the symmet ry axis (beam line).

Figure 7.3: 3D-model reproduct ion of the Tracker Layer 1
assembly, from single ladder to module to full layer.

and also helps with the alignment of the pixel t racker.
There is a small physical clearance, along the radial dir-
ect ion, between overlapping sensors of ¥ 200µm.

7.1.2 Signal pat h

The signal connect ion between the front -end FPGA board,
located on the service support wheels (SSW, sect ion 13.3),
and the M uPix chips is purely elect ric and different ial with
impedance-cont rolled lines.

A schemat ic path of a different ial signal is shown in Fig-
ure 7.5. The FPGA board is plugged into a back-plane

where basic rout ing is performed. The distance to the
detector (about 1m) is bridged with micro-twisted pair
cables, each consist ing of two copper wires with 127µm
diameter, insulated with 25µm polyimide and coated to-
gether with a polyamide enamel. The different ial imped-
ance of this t ransmission line is Zdi f f ¥ 90⌦. 50 such
pairs are combined to a flexible bundle with a diameter
of less than 2mm. At both ends, the wires are soldered
onto small PCBs, plugged into zero-insert -force (ZIF) con-
nectors. On the detector end, the signals are routed on flex-
ible PCBs to the HDI (see subsect ion 7.2.5). The connec-
t ions between the components use indust ry-standard parts
(back-plane connectors, gold-ball/ gold-spring array inter-
posers) and SpTA-bonding, as shown in the figure.

7.2 Pixel Tracker Modules

The pixel t racker modules of all layers have a very similar
design. They consist of either four or five inst rumented
ladders mounted to a polyetherimide (PEI) endpiece at the
upst ream and downst ream ends. The ladders host between
6 and 18 M uPix chips glued and elect rically connected to a
single HDI circuit . For the inner two layers, self-support ing
half-shells define a module, with each half shells comprising
four (layer 1) or five (layer 2) short ladders with six M uPix
sensors.

For the outer two layers, a single module is an arc-
segment , corresponding to either 1/ 6th (layer 3) or 1/ 7th
(layer 4) of a full cylinder. Outer layer modules comprise
four ladders with either 17 (layer 3) or 18 (layer 4) M uPix
sensors.
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• readout logic and amplifiers 
embedded in the pixel n-well

• thin active region (10 m) → 
fast charge collection via drift

Mu3e detector design

May 2023 A. Loreti @Liverpool 6

Detector Subsystems

Tracking detector Timing detector

5

MuPIX: High Voltage Monolithic Active Pixel 
Sensors, pixels and the detector electronics are 
integrated into the same chip

Scintillation fiber:
timing resolution is 0.5 ns

Scintillation Tiles: timing 
resolution about 70 ps 

  

2 MuPix11 Design ReviewMuPix Group

active sensor → hit finding & digitisation & zero suppression & readout

 low noise O(75-100e-) → low threshold

 small depletion region of  ≤ 30 μm → thin sensor ~50 μm

 HV-CMOS (60 - 120 V) process → fast charge collection

 industrial standard process → low production costs

 continuous and fast readout (serial link) → high rate applications

I.Peric, et al., NIM A 582 (2007) 876

transistor logic embedded in N-well
(“smart diode array”)

N-well

P-substrate Particle

High Voltage-Monolithic Active Pixel Sensors

High Voltage - Monolithic Active Pixel Sensor (HV-MAPS )

charge collection by drift!
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• Lightweight pixel tracker for vertex identification  
and momenta measurement 

• Arranged in three stations  
(central, upstream, downstream) 

• Minimal material budget (~1‰ X/X0) 
• 50 g/s 5 kW gaseous helium cooling

Mechanics
Pixel detectors
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SLAC FPD Seminar - 01.12.2020 Sebastian Dittmeier - Heidelberg University 36

V-channels for
mechanical support

(outer layers only)

Building the Pixel Tracking Detector

SLAC FPD Seminar - 01.12.2020

Sebastian Dittmeier - Heidelberg University
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Target

Inner pixel layers

Scintillating !bres

Outer pixel layers

Recurl pixel layers

Scintillator tiles

μ Beam

• Lightweight pixel tracker for vertex identification and momenta measurement

• Arranged in three stations (central, upstream, downstream)

• Coaxial cylinders in 4 layers: 2 (2) inner (outer) before (after) timing detectors

• Minimal material (~1‰ X0)

• 50 g/s 5 kW gaseous helium cooling

Pixel Detector: mechanics
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May 2023 A. Loreti @Liverpool 6

Mu3e detector design

May 2023 A. Loreti @Liverpool 6



P. Beltrame, UoL - Mu3e Coll.

• Collect ionisation charge mainly via drift,  
time resolutions O(ns) 

• Amplifier electronics inside the deep n-well 
• Reverse biasing (≥ 60 V),  
→ depletion zone ~30-40 μm  

• Thinned to ~50 μm (~0.05% X/X0)

I. Peric et al., NIM A 582 (2007) 876

(HV-)MAPS

18

Chapter 8

MuPix Pixel Sensor

The very challenging requirements on the allowed
amount of material in the tracking layers can only be ful-
filled with a monolithic silicon pixel technology. Monolithic
sensors e�ciently integrate sensor and readout in the same
device, thereby greatly reducing the detector material in
comparison to classical hybrid pixel module designs, which
require additional readout chips and interconnects (bonds).
For the Mu3e pixel detector, High-Voltage Monolithic Act-
ive Pixel Sensors (HV-MAPS) [23] were chosen. They are
produced in a commercial 180 nm HV-CMOS process [38]
and can be thinned to 50 µm to reduce material [39].

For Mu3e an experiment-specific HV-MAPS, the MuPix,
has been developed. All MuPix sensors in the pixel tracker
are the same size, each instrumenting an (active) area of
about 20 ◊ 20 mm2. The main parts of the digital electron-
ics are located in the chip periphery, a region about 3 mm
wide on one side of the sensor. The periphery also integ-
rates dedicated pads for SpTA-bonding [24] (see chapter 7),
and additional pads for testing. The number of electrical
lines to operate the sensor is kept to a minimum in order
to reduce the number of interconnects and to ease routing.
All electrical connections for signal, control and monitoring
are di�erential and run at high speed. Additional connec-
tions are provided for power, ground, bias-voltage, and for
passive temperature monitoring using a diode.

All MuPix sensors will be operated synchronous to the
Mu3e system clock with ¥ 1 ns precision. This alignment
is achieved by means of a synchronous reset command. Hit
timestamps are derived from an internal phase-locked loop
(PLL) running at a nominal frequency of 625 MHz. Data
are sent over up to three configurable serial links, each
providing a bandwidth of 1.25 Gbit/s using an 8 bit/10 bit
encoding protocol.

Operating temperature, and therefore the power con-
sumption of the MuPix sensors, is critical for the track-
ing detector. We have tested and qualified HV-MAPS for
temperatures up to 100 °C but define a maximum temper-
ature of Tmax = 70 °C to stay in the specified range for the
adhesives used in the tracking detector. The minimum tem-
perature is defined by the 0 °C icing limit (section 7.6). The
power consumption of the pixel tracker per unit area must
not exceed the maximum cooling capacity of the helium
gas cooling system, Pmax = 400 mW/cm2, see chapter 12.
Taking into account electrical losses on the HDI and power
cables, the MuPix sensor must therefore be operated below

sensor dimensions [mm2] Æ 21 ◊ 23
sensor size (active) [mm2] ¥ 20 ◊ 20
thickness [µm] Æ 50
spatial resolution µm Æ 30
time resolution [ns] Æ 20
hit e�ciency [%] Ø 99
#LVDS links (inner layers) 1 (3)
bandwidth per link [Gbit/s] Ø 1.25
power density of sensors [mW/cm2] Æ 350
operation temperature range [°C] 0 to 70

Table 8.1: Main requirements of the Mu3e pixel sensor.

the power consumption limit of 350 mW/cm2. The main re-
quirements for the pixel sensor are summarised in Table 8.1.

After introducing the HV-MAPS concept, an overview of
the MuPix R&D and the characterised prototypes is given.
The final MuPix design is presented in section 8.3. The
main results obtained by prototypes are discussed in sec-
tion 8.4 including first characterisation results from the fi-
nal MuPix10 prototype.

8.1 HV-MAPS

P-substrate

N-well

Particle

E field

Figure 8.1: Sketch of the HV-MAPS detector design from
[23].

HV-MAPS collect ionisation charge mainly via drift and
therefore provide time resolutions of a few nanoseconds, in
contrast to standard MAPS [40–45] which collect ionisa-
tion charge mainly by di�usion with a typical timescale of
several hundreds of nanoseconds. In standard MAPS, the
in-cell electronics is implemented outside the n-well which
serves as charge collecting diode (sometimes referred to as
“small fill factor” design). In HV-MAPS, instead, the pixel
amplifier electronics is implemented inside the deep n-well,
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see Figure 8.1. By reverse biasing the charge collecting di-
ode with high voltage (Ø 60 V) the substrate of the pixel
cell is depleted. Using the 180 nm HV-CMOS process de-
veloped by IBM (or variants), this HV-MAPS concept was
first proposed in [23] and has been successfully tested with
several prototypes since [39, 46–50]. In recent years, the
concept of depleting MAPS was successfully applied also
on other technologies, see e.g. [51,52].

At maximum high-voltage, the size of the depletion zone
is below ¥ 30 ≠ 40 µm for low-ohmic wafer substrates Æ

200⌦ cm, as confirmed by edge-TCT characterisation [53].
As the stack containing the electronics and metal layers is
only ¥ 16 µm for the technology used, it is possible to re-
move substantial parts of the substrate that do not contrib-
ute to the charge generation process. Therefore, HV-MAPS
can be produced with a thickness of 50 µm, corresponding
to about X/X0 = 0.054%. Depending on the choice of the
substrate, up to about 3000 primary electrons are expected
for minimum ionising particles with trajectories perpendic-
ular to the plane of the substrate.

Specific for all MuPix designs is the spatial separation of
charge-sensitive amplifiers (in the active pixel matrix) from
the comparators (in the chip periphery with the readout cir-
cuitry). Each pixel cell implements a source follower which
drives the analogue signal to the periphery, see Figure 8.2.

HV

Mupix

analogue signal transmission 

HV HV HV

Digi
thr.

Digi
thr.

Digi
thr.

Digi
thr.

Digi
thr.

Digi
thr.

Digi
thr.

Digi
thr.

Figure 8.2: Sketch of MuPix readout concept with ana-
logue cell readout. The triangles in the active matrix
(green) represent the amplifiers. Source followers trans-
mit the signals (vertical lines) to the comparators at the
periphery.

The MuPix readout circuitry provides zero suppression
and generates timestamps to enable time-matching of hits
from di�erent pixel layers. For MuPix8 and later gener-
ations, a second timestamp is generated to provide time-
over-threshold (ToT) information. O�ine, the ToT inform-
ation can be used for time-walk corrections, better noise

suppression, and for improving the spatial resolution by
means of charge sharing.

After hit detection and digitisation, an internal state ma-
chine collects all hits using an address prioritisation scheme.
Data are sent via up to three serial links at a nominal data
rate of 1.25 Gbit/s each using a simple protocol with time
frames and 8 bit/10 bit encoding. Alternatively, in the
multiplexed mode it is possible to use only one serial link.

8.1.1 HV-CMOS Process and Manufacturers

The 180 nm H18 HV-CMOS process was selected based on
the high level of achievable integration, and the positive
results from prototypes for high rate capability, timing res-
olution and e�ciency. The breakdown voltage of the IBM
HV-CMOS process is 60 V or greater, depending on the
design rules. The maximum available reticle size depends
on the manufacturer, and is slightly larger than the envis-
aged chip size of about 20 ◊ 23mm2 for all foundries.

The HV-CMOS process was originally developed for the
automotive industry and thus o�ers long-term availability
as well as specifications covering a wide range of operating
conditions. Although the HV-CMOS production costs are
higher than for standard CMOS processes, they are signi-
ficantly lower than for hybrid silicon sensors, thus making
the large Mu3e pixel detector with an instrumented area of
about 1 m2 a�ordable.

The original 180 nm HV-CMOS process from IBM [54]
was o�ered by ams AG 1 until 2015 and was used for the
production of several prototypes including MuPix7. In
2017, ams AG changed to a new in-house developed process
which was announced to be similar to the original H18 pro-
cess from IBM and used for the production of the MuPix8
and MuPix9 prototypes.

The 180 nm HV-CMOS process from IBM is also o�ered
by GlobalFoundries Inc.2 and TSI Semiconductors 3. In
contrast to GlobalFoundries, TSI also o�ers chip produc-
tion with non standard substrates. This allows for higher
resistivity substrates and thus higher charge collection sig-
nals. In addition, TSI provides seven metal layers instead
of six (ams AG). This feature is crucial for the reduction
of cross-talk (see the next section). Also for cost reasons,
we have chosen the 180 nm HV-CMOS process from TSI
as baseline for the production of the MuPix sensor. Since
2018, several HV-MAPS have been successfully produced
at TSI.

8.1.2 Limitations and Design Challenges

The high bias voltage of the HV-MAPS concept requires
a careful design of the pixel cell geometry. TCAD simu-
lation [55, 56] is mandatory for the design to avoid large
field gradients which lead to early breakdown. The large
fill factor of the HV-MAPS cell design implies relatively
large pixel capacitances, thus increasing noise, compared
to the more standard “low fill factor designs”. As a general
design principle, pixel capacitances should be minimal since

1ams AG, Austria, http://www.ams.com
2GlobalFoundries Inc., USA, https://www.globalfoundries.com
3TSI Semiconductors, USA, http://www.tsisemi.com
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Time Sensor: Sci Fi

19

Scintillating fibres detector
Timing detectors

20

• Suppress combinatorial background and enable charge identification

• Scintillating fibers (SciFi):


- High light yield, low material, high rates, very good time resolution

- Cylindric, central station, before outer pixel detector

- 12 ribbons (30 cm long) with 3 layers of 250 μm thin fibers (< 2‰ X0)


• Readout with SiPM arrays (-10ºC) and dedicated ASIC

• Extensively tested different ribbon topologies:


- Efficiency > 95%, time resolution ~ 250 ps
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Fig. 10.1. Open view of the central part of the Mu3e detector. The SciFi ribbons are depicted in light blue.

Fig. 10.2. Full size SciFi ribbon prototype with preliminary holding structure. The
SciFi ribbon is formed by staggering three layers of round scintillating fibres.

Fig. 10.3. Suppression of Bhabha e
+
_e

* pairs plus Michel e+ accidental background as
a function of fibre detector time resolution if only the fibre detector (green) is used or
both timing detectors (blue) are used. A time resolution of 60 ps for the tile detector and
a working point with a 90% overall signal efficiency are assumed in this simulation.
The vertical line (in grey) corresponds to a 250 ps time resolution for the fibre detector.
The tile detector alone has no suppression power. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)

Table 10.1
Properties of the 250 �m diameter round multi-clad Ku-
raray SCSF-78MJ scintillating fibres as quoted by the
manufacturer.
Characteristic Value

Cross-section round
Emission peak [nm] 450
Decay time [ns] 2.8
Attenuation length [m] >4.0

Light yield [ph/MeV] n/a (high)
Trapping efficiency [%] 5.4
Cladding thickness [%] 3 / 3
Core Polystyrene (PS)
Inner cladding Acrylic (PMMA)
Outer cladding Fluor-acrylic (FP)
Refractive index 1.59/1.49/1.42
Density [g/cm3] 1.05/1.19/1.43

reduced along with the resulting detector pile-up. The best performance
is obtained with the SciFi detector positioned just inside the third
silicon pixel layer.

Each SciFi ribbon is formed by staggering three layers of 250 �m
diameter round fibres (there are 128 fibres in a layer) with a length
of 300mm. Polytec EP 601-Black epoxy is used for the assembly of
the final SciFi ribbons. This two component, low viscosity, black-
coloured adhesive was chosen for its excellent handling properties.
Using a titanium dioxide loaded adhesive has not been an option due
to the high Z of titanium. Fig. 10.5 shows the cross-section of a
fibre ribbon prototype. As can be observed, the fibres in a layer are
separated by Ì255 �m centre to centre with a very good uniformity and
the separation between the layers is Ì230 �m, which gives an overall
thickness of approximately 700 �m for a three-layer ribbon.

10.1.1. Scintillating fibres
The constraints on the material budget, the occupancy, and position

resolution require the use of the thinnest available scintillating fibres.
In extensive measurement campaigns, a detailed comparison was un-
dertaken of different types of 250 �m diameter round scintillating fibres
produced by Kuraray (SCSF-78, SCSF-81 and NOL-11) and Saint-Gobain
(BCF-12), as well as square cross-section fibres by Saint-Gobain (BCF-
12). Scintillating fibre ribbon prototypes coupled to SiPM arrays have
been tested in test beams at the CERN PS (T9 beamline) and PSI (⇡M1
beamline) and with 90Sr sources. The detailed results of these studies
are reported in [77–80]. Based on their performance with respect to
light yield and time resolution, round double-clad SCSF-78MJ fibres
from Kuraray were chosen. Table 10.1 summarises the characteristics of
this fibre type. Novel NOL fibres, based on Nanostructured Organosil-
icon Luminophores, give the best performance, but will only become
commercially available in the years to come and will be considered for
future SciFi detector upgrades.

37

K. Arndt, H. Augustin, P. Baesso et al. Nuclear Inst. and Methods in Physics Research, A 1014 (2021) 165679

Fig. 10.13. Light yield of a cluster (see text) for a m.i.p. crossing a three-layer
SCSF-78MJ fibre ribbon prepared with clear epoxy. The integral NPhe is obtained
by integrating the charge in a region of ±0.5 ph.e. around each peak (integer). A
convolution of a Gaussian and of a Landau is used to fit the data and the MPV of the
spectrum is marked with the vertical line.

Fig. 10.14. Cluster size for a particle crossing the ribbon at two different angles
and different thresholds. Electrons from a radioactive 90

Sr source are used for this
measurement. An angle of ↵ = 0

˝ describes a perpendicular crossing.

point, which requires a threshold of 0.5 ph.e., with a minimal cluster
multiplicity of two and a 5 � timing cut on the matched clusters, where
� is the intrinsic time resolution of the SciFi detector, the detection ef-
ficiency is around 95%. Without the timing cut, the detection efficiency
increases close to 100%. It should be noted that the cluster matching
and the timing cut can only be applied in the offline analysis of the
SciFi data and can be tuned to optimise the detection efficiency.

Finally, an example of the timing performance of the SciFi detector
is shown in Fig. 10.15. This measurement has been performed with
the MuTRiG evaluation board, see Fig. 9.7, using a four-layer SciFi
ribbon with a 90

Sr source requiring a minimal cluster multiplicity of
two neighbouring channels with an amplitude of at least 0.5 ph.e.
Similar results have also been obtained with the analogue electronics
(DRS4-based DAQ) mentioned above and particle beams [79]. The

Fig. 10.15. Time resolution of a 4 layer SCSF-78MJ SciFi ribbon extracted from clusters
with at least 2 active columns. No channel by channel time offset correction has been
applied.

Fig. 10.16. Overall structure of the scintillating fibre detector.

spread of the time difference distribution from the two ribbon sides
�(tleft * tright) corresponds to twice the intrinsic detector resolution
(mean time). For example, the FWHM/2.35 of the distribution obtained
in this measurement is 366 ps implying a resolution on the mean time
around 200 ps. For a three-layer ribbon as used in Mu3e, the time
resolution is slightly worse, at around 250 ps.

10.5. SciFi detector mechanics

Fig. 10.16 shows the overall structure of the SciFi detector. The de-
tector is composed of 12 SciFi ribbons, 300mm long and 32.5mm wide.
The ribbons are staggered longitudinally by about 10mm (Fig. 10.18)
in order to minimise dead spaces between the ribbons and to provide
sufficient space for the spring loading of the ribbons. To avoid sagging
and to compensate for the thermal expansion the ribbons are spring
loaded on one side of the structure (6 ribbons on one side and the other
6 on the other side).

A detailed study to determine the effects of the thermal expansion
and sagging has been performed. A thermal expansion coefficient for
the 300mm long SciFi ribbon of (65 ± 16) � 10*6_K has been measured.
Therefore, for a 50

˝
C thermal excursion, an elongation of the ribbons
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Scintillating Fibres

double SciFi ladder
Hamamatsu S13552-HRQ

prototype ladder

SciFi detector

Scintillating Fibre Detector
● Scintillating fibres: Kuraray SCSF-78MJ (multi-clad)
● SiPM Hamamatsu S13552-HRQ 
● MuTrig TDC ASIC (Heidelberg-KIP) for readout

➔ very challenging space constraints
➔ time resolution ~250 ps

➔ thickness X/X
0
 0.2%
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• Suppress combinatorial background  
and enable charge identification 
- 3 layers of 250 μm staggered fibres 
- 12 long fibre ribbons covering 4π 
- 1 ribbon = 720 μm thick, 0.2% X/X0 

- 250 ps time resolution 
- Liquid cooling (SilOil, -20°) through  

the Cooling Ring (CR). 
• Each ribbon has SiPM arrays  

at its ends and dedicated ASIC 
• 256 channels per ribbon,  

3072 for SciFi

Time Sensor: Sci Fi
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Scintillating fibres detector
Timing detectors
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• Suppress combinatorial background and enable charge identification

• Scintillating fibers (SciFi):


- High light yield, low material, high rates, very good time resolution

- Cylindric, central station, before outer pixel detector

- 12 ribbons (30 cm long) with 3 layers of 250 μm thin fibers (< 2‰ X0)


• Readout with SiPM arrays (-10ºC) and dedicated ASIC

• Extensively tested different ribbon topologies:


- Efficiency > 95%, time resolution ~ 250 ps
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Fig. 10.1. Open view of the central part of the Mu3e detector. The SciFi ribbons are depicted in light blue.

Fig. 10.2. Full size SciFi ribbon prototype with preliminary holding structure. The
SciFi ribbon is formed by staggering three layers of round scintillating fibres.

Fig. 10.3. Suppression of Bhabha e
+
_e

* pairs plus Michel e+ accidental background as
a function of fibre detector time resolution if only the fibre detector (green) is used or
both timing detectors (blue) are used. A time resolution of 60 ps for the tile detector and
a working point with a 90% overall signal efficiency are assumed in this simulation.
The vertical line (in grey) corresponds to a 250 ps time resolution for the fibre detector.
The tile detector alone has no suppression power. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)

Table 10.1
Properties of the 250 �m diameter round multi-clad Ku-
raray SCSF-78MJ scintillating fibres as quoted by the
manufacturer.
Characteristic Value

Cross-section round
Emission peak [nm] 450
Decay time [ns] 2.8
Attenuation length [m] >4.0

Light yield [ph/MeV] n/a (high)
Trapping efficiency [%] 5.4
Cladding thickness [%] 3 / 3
Core Polystyrene (PS)
Inner cladding Acrylic (PMMA)
Outer cladding Fluor-acrylic (FP)
Refractive index 1.59/1.49/1.42
Density [g/cm3] 1.05/1.19/1.43

reduced along with the resulting detector pile-up. The best performance
is obtained with the SciFi detector positioned just inside the third
silicon pixel layer.

Each SciFi ribbon is formed by staggering three layers of 250 �m
diameter round fibres (there are 128 fibres in a layer) with a length
of 300mm. Polytec EP 601-Black epoxy is used for the assembly of
the final SciFi ribbons. This two component, low viscosity, black-
coloured adhesive was chosen for its excellent handling properties.
Using a titanium dioxide loaded adhesive has not been an option due
to the high Z of titanium. Fig. 10.5 shows the cross-section of a
fibre ribbon prototype. As can be observed, the fibres in a layer are
separated by Ì255 �m centre to centre with a very good uniformity and
the separation between the layers is Ì230 �m, which gives an overall
thickness of approximately 700 �m for a three-layer ribbon.

10.1.1. Scintillating fibres
The constraints on the material budget, the occupancy, and position

resolution require the use of the thinnest available scintillating fibres.
In extensive measurement campaigns, a detailed comparison was un-
dertaken of different types of 250 �m diameter round scintillating fibres
produced by Kuraray (SCSF-78, SCSF-81 and NOL-11) and Saint-Gobain
(BCF-12), as well as square cross-section fibres by Saint-Gobain (BCF-
12). Scintillating fibre ribbon prototypes coupled to SiPM arrays have
been tested in test beams at the CERN PS (T9 beamline) and PSI (⇡M1
beamline) and with 90Sr sources. The detailed results of these studies
are reported in [77–80]. Based on their performance with respect to
light yield and time resolution, round double-clad SCSF-78MJ fibres
from Kuraray were chosen. Table 10.1 summarises the characteristics of
this fibre type. Novel NOL fibres, based on Nanostructured Organosil-
icon Luminophores, give the best performance, but will only become
commercially available in the years to come and will be considered for
future SciFi detector upgrades.
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Fig. 10.13. Light yield of a cluster (see text) for a m.i.p. crossing a three-layer
SCSF-78MJ fibre ribbon prepared with clear epoxy. The integral NPhe is obtained
by integrating the charge in a region of ±0.5 ph.e. around each peak (integer). A
convolution of a Gaussian and of a Landau is used to fit the data and the MPV of the
spectrum is marked with the vertical line.

Fig. 10.14. Cluster size for a particle crossing the ribbon at two different angles
and different thresholds. Electrons from a radioactive 90

Sr source are used for this
measurement. An angle of ↵ = 0

˝ describes a perpendicular crossing.

point, which requires a threshold of 0.5 ph.e., with a minimal cluster
multiplicity of two and a 5 � timing cut on the matched clusters, where
� is the intrinsic time resolution of the SciFi detector, the detection ef-
ficiency is around 95%. Without the timing cut, the detection efficiency
increases close to 100%. It should be noted that the cluster matching
and the timing cut can only be applied in the offline analysis of the
SciFi data and can be tuned to optimise the detection efficiency.

Finally, an example of the timing performance of the SciFi detector
is shown in Fig. 10.15. This measurement has been performed with
the MuTRiG evaluation board, see Fig. 9.7, using a four-layer SciFi
ribbon with a 90

Sr source requiring a minimal cluster multiplicity of
two neighbouring channels with an amplitude of at least 0.5 ph.e.
Similar results have also been obtained with the analogue electronics
(DRS4-based DAQ) mentioned above and particle beams [79]. The

Fig. 10.15. Time resolution of a 4 layer SCSF-78MJ SciFi ribbon extracted from clusters
with at least 2 active columns. No channel by channel time offset correction has been
applied.

Fig. 10.16. Overall structure of the scintillating fibre detector.

spread of the time difference distribution from the two ribbon sides
�(tleft * tright) corresponds to twice the intrinsic detector resolution
(mean time). For example, the FWHM/2.35 of the distribution obtained
in this measurement is 366 ps implying a resolution on the mean time
around 200 ps. For a three-layer ribbon as used in Mu3e, the time
resolution is slightly worse, at around 250 ps.

10.5. SciFi detector mechanics

Fig. 10.16 shows the overall structure of the SciFi detector. The de-
tector is composed of 12 SciFi ribbons, 300mm long and 32.5mm wide.
The ribbons are staggered longitudinally by about 10mm (Fig. 10.18)
in order to minimise dead spaces between the ribbons and to provide
sufficient space for the spring loading of the ribbons. To avoid sagging
and to compensate for the thermal expansion the ribbons are spring
loaded on one side of the structure (6 ribbons on one side and the other
6 on the other side).

A detailed study to determine the effects of the thermal expansion
and sagging has been performed. A thermal expansion coefficient for
the 300mm long SciFi ribbon of (65 ± 16) � 10*6_K has been measured.
Therefore, for a 50

˝
C thermal excursion, an elongation of the ribbons
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Timing at centre: Scintillating Fibre (SciFi) detector

• SciFi basics:
• 3 layers of 250 μm staggered fibres
• 12 long fibre ribbons covering 4 𝜋
• 1 ribbon = 720 μm thick, 0.2 % 

radiation length
• 300 ps time resolution
• Liquid cooling (SilOil, -20°) through 

the Cooling Ring (CR).

Particles produce photons which propagate towards the ends
• Each ribbon has SiPM arrays at its ends
• 256 channels per ribbon, 3072 for SciFi. 15
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• Scintillating tiles (SciTile):

- High light yield, fast response, no tight space constraints

- Cylindric, at recurling stations, before the outer pixel detector

- Segmented in highly granular tiles (6 x 6 x 5 mm3)


• Readout with SiPM and dedicated ASIC

• Extensively tested


• Efficiency > 99%, time resolution ~40 ps
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Fig. 11.3. CAD rendered views of the tile detector.

Fig. 11.4. Individual tiles wrapped with ESR reflective foil.

the foil. By pushing the tile down into a customised funnel, the foil
side walls are folded around the tile. Using the side rods of the tool,
the wrapping is folded like an envelope and a small sticker is placed
on top to close it. The resulting wrapped tiles are shown in Fig. 11.4.

In the following step, the tiles must be glued to the SiPMs. This is
done on matrix level in order to avoid tolerance issues. A gluing tool
was designed with the emphasis of allowing a small degree of freedom
with respect to the height of the individual tiles in order to compensate
different SiPM heights due to soldering paste and tolerances of the SiPM
manufacturing. The scintillator tiles are manually arranged inside the
tool and are pressed from the back side and the top such that half of
the tiles’ height is outside of the tool as shown in Fig. 11.9(a). The
matrix board is mounted on a pedestal and the glue is dispensed onto

Fig. 11.5. Hamamatsu MPPC S13360-3050VE.

the SiPMs. At this stage, the tool is pressed onto the SiPMs as shown in
Fig. 11.9(b), where the x-y position is set using alignment pins. After a
curing time of 24 h, the outer wall of the gluing tool is taken out (see
Fig. 11.9(c)) and the gluing tool can be removed.

11.5. Technical prototype

A technical prototype of the tile detector has been developed and
tested. The goal of this prototype was to evaluate the detector per-
formance and cooling concept, develop production tools and finalise
assembly procedures. This detector has a similar design to the one
described in Section 11.1, with a few modifications in the sub-module
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Fig. 11.4. Individual tiles wrapped with ESR reflective foil.
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side walls are folded around the tile. Using the side rods of the tool,
the wrapping is folded like an envelope and a small sticker is placed
on top to close it. The resulting wrapped tiles are shown in Fig. 11.4.

In the following step, the tiles must be glued to the SiPMs. This is
done on matrix level in order to avoid tolerance issues. A gluing tool
was designed with the emphasis of allowing a small degree of freedom
with respect to the height of the individual tiles in order to compensate
different SiPM heights due to soldering paste and tolerances of the SiPM
manufacturing. The scintillator tiles are manually arranged inside the
tool and are pressed from the back side and the top such that half of
the tiles’ height is outside of the tool as shown in Fig. 11.9(a). The
matrix board is mounted on a pedestal and the glue is dispensed onto
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the SiPMs. At this stage, the tool is pressed onto the SiPMs as shown in
Fig. 11.9(b), where the x-y position is set using alignment pins. After a
curing time of 24 h, the outer wall of the gluing tool is taken out (see
Fig. 11.9(c)) and the gluing tool can be removed.

11.5. Technical prototype

A technical prototype of the tile detector has been developed and
tested. The goal of this prototype was to evaluate the detector per-
formance and cooling concept, develop production tools and finalise
assembly procedures. This detector has a similar design to the one
described in Section 11.1, with a few modifications in the sub-module

44

Target

Inner pixel layers

Scintillating !bres

Outer pixel layers

Recurl pixel layers

Scintillator tiles

μ Beam

K. Arndt, H. Augustin, P. Baesso et al. Nuclear Inst. and Methods in Physics Research, A 1014 (2021) 165679

Fig. 11.15. DUT channel resolution: (red) internal, (blue) external. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

distribution. A similar average resolution was measured both for the
reference sub-module and for the two DUTs, where the average time
resolution measured is 46.8 ± 7.6 ps. However, when repeating the
same calculation using channels from different sub-modules, an ad-
ditional jitter between the sub-modules is observed. The extra jitter
between the reference sub-module and the DUTs of 45.5 ± 3.2 ps leads
to a worse time resolution as shown in Fig. 11.15 (blue). The main
contribution to this arises from non-optimal design of the test board
used for the read out of all sub-modules.

The expected event multiplicity during phase I of the experiment is
presented in Fig. 11.16(a). While the average cluster size is ˘2, also
cluster sizes higher than 9 can be observed. In order to evaluate the
time resolution as a function of cluster size, a run with beam parallel
to the DUTs, where the electron can pass through up to four channels
in each DUT, is used.

The time resolution is evaluated using an even–odd analysis. For a
given electron track, all hits are grouped into ‘odd’ or ‘even’ based on
their channel position and the time difference is defined by:
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where N
hits

is the cluster size. In order to avoid the additional jitter
between the two DUTs, the sums in Eq. (11.2) can be arranged such
that the subtraction is only done within a sub-module, which leads to
a requirement for an even total number of hits within each sub-module.
In Fig. 11.16(b), the result for the even–odd analysis is shown. The
resolution as a function of cluster size is extracted from Fig. 11.16(b)
by fitting it with the following function:
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) is the time resolution for events with N
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time resolution of a single channel, and �
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is an additional jitter that

can be caused by misalignment between the channels. From the fit, a
single channel resolution of ˘ 45 ps is measured, which is in agreement
with the value extracted from the single channel measurements, see
Fig. 11.15. In addition, a small misalignment is also observed. Further-
more, it can be seen that a time resolution better than 20 ps can be
reached for events with high multiplicities.

11.6. Cooling simulation of the tile detector

To study the feasibility of the cooling system, thermal simulations
were performed using the CAD implementation of the technical pro-
totype, while in parallel, several measurements of the prototype in
the laboratory environment were undertaken. After calibrating the

Fig. 11.16. Cluster size impact on time resolution: (a) Simulated phase I cluster size
per track. (b) Measured time resolution as a function of number of hits using the
even–odd analysis.

Fig. 11.17. Simulated temperature of the SiPM PCBs. The temperature of the cooling
water was set to 1

˝
C at a flow speed of 1m_s, while the environment temperature was

set to 50
˝
C.

simulation settings to the laboratory conditions, it was shown that the
measurements can be reproduced in the simulation [85]. The simula-
tion was therefore modified to investigate the cooling performance of
a full module operating at the MuTRiG working power consumption
of 1.2W. Furthermore, the temperature of the water was adjusted
to 1

˝
C to be closer to the operating conditions foreseen for the tile

detector within the experiment, while the environment temperature
was increased to 50

˝
C in order to subject the system to a stress test.
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Timing Detectors

• Fibre < 500 ps time resolution • Tiles < 70 ps time resolution

→ Readout via SiPM digitized via MuTRiG 2 chip, 1.25 Gbit/s unsorted hit data
2Huangshan Chen et al., JINST 12 (2017) C01043

Data Flow - August 3, 2022 - Slide 5
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Scintillating Tiles Timing Detectors

Scintillating Tiles
● tiles  6.5 × 6.5 × 5mm∼ 3

● SiPM 3 x 3 mm2

● Readout with MuTrig ASIC ( Heidelberg-KIP)
● time resolution < 100ps

Scintillating Tile Sub-Module

DESY test beam

Time resolution < 100ps
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• Scintillating tiles (SciTile):

- High light yield, fast response, no tight space constraints

- Cylindric, at recurling stations, before the outer pixel detector

- Segmented in highly granular tiles (6 x 6 x 5 mm3)


• Readout with SiPM and dedicated ASIC

• Extensively tested


• Efficiency > 99%, time resolution ~40 ps
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Fig. 11.3. CAD rendered views of the tile detector.

Fig. 11.4. Individual tiles wrapped with ESR reflective foil.

the foil. By pushing the tile down into a customised funnel, the foil
side walls are folded around the tile. Using the side rods of the tool,
the wrapping is folded like an envelope and a small sticker is placed
on top to close it. The resulting wrapped tiles are shown in Fig. 11.4.

In the following step, the tiles must be glued to the SiPMs. This is
done on matrix level in order to avoid tolerance issues. A gluing tool
was designed with the emphasis of allowing a small degree of freedom
with respect to the height of the individual tiles in order to compensate
different SiPM heights due to soldering paste and tolerances of the SiPM
manufacturing. The scintillator tiles are manually arranged inside the
tool and are pressed from the back side and the top such that half of
the tiles’ height is outside of the tool as shown in Fig. 11.9(a). The
matrix board is mounted on a pedestal and the glue is dispensed onto

Fig. 11.5. Hamamatsu MPPC S13360-3050VE.

the SiPMs. At this stage, the tool is pressed onto the SiPMs as shown in
Fig. 11.9(b), where the x-y position is set using alignment pins. After a
curing time of 24 h, the outer wall of the gluing tool is taken out (see
Fig. 11.9(c)) and the gluing tool can be removed.

11.5. Technical prototype

A technical prototype of the tile detector has been developed and
tested. The goal of this prototype was to evaluate the detector per-
formance and cooling concept, develop production tools and finalise
assembly procedures. This detector has a similar design to the one
described in Section 11.1, with a few modifications in the sub-module
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Fig. 11.4. Individual tiles wrapped with ESR reflective foil.

the foil. By pushing the tile down into a customised funnel, the foil
side walls are folded around the tile. Using the side rods of the tool,
the wrapping is folded like an envelope and a small sticker is placed
on top to close it. The resulting wrapped tiles are shown in Fig. 11.4.

In the following step, the tiles must be glued to the SiPMs. This is
done on matrix level in order to avoid tolerance issues. A gluing tool
was designed with the emphasis of allowing a small degree of freedom
with respect to the height of the individual tiles in order to compensate
different SiPM heights due to soldering paste and tolerances of the SiPM
manufacturing. The scintillator tiles are manually arranged inside the
tool and are pressed from the back side and the top such that half of
the tiles’ height is outside of the tool as shown in Fig. 11.9(a). The
matrix board is mounted on a pedestal and the glue is dispensed onto

Fig. 11.5. Hamamatsu MPPC S13360-3050VE.

the SiPMs. At this stage, the tool is pressed onto the SiPMs as shown in
Fig. 11.9(b), where the x-y position is set using alignment pins. After a
curing time of 24 h, the outer wall of the gluing tool is taken out (see
Fig. 11.9(c)) and the gluing tool can be removed.

11.5. Technical prototype

A technical prototype of the tile detector has been developed and
tested. The goal of this prototype was to evaluate the detector per-
formance and cooling concept, develop production tools and finalise
assembly procedures. This detector has a similar design to the one
described in Section 11.1, with a few modifications in the sub-module
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Fig. 11.15. DUT channel resolution: (red) internal, (blue) external. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

distribution. A similar average resolution was measured both for the
reference sub-module and for the two DUTs, where the average time
resolution measured is 46.8 ± 7.6 ps. However, when repeating the
same calculation using channels from different sub-modules, an ad-
ditional jitter between the sub-modules is observed. The extra jitter
between the reference sub-module and the DUTs of 45.5 ± 3.2 ps leads
to a worse time resolution as shown in Fig. 11.15 (blue). The main
contribution to this arises from non-optimal design of the test board
used for the read out of all sub-modules.

The expected event multiplicity during phase I of the experiment is
presented in Fig. 11.16(a). While the average cluster size is ˘2, also
cluster sizes higher than 9 can be observed. In order to evaluate the
time resolution as a function of cluster size, a run with beam parallel
to the DUTs, where the electron can pass through up to four channels
in each DUT, is used.

The time resolution is evaluated using an even–odd analysis. For a
given electron track, all hits are grouped into ‘odd’ or ‘even’ based on
their channel position and the time difference is defined by:
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where N
hits

is the cluster size. In order to avoid the additional jitter
between the two DUTs, the sums in Eq. (11.2) can be arranged such
that the subtraction is only done within a sub-module, which leads to
a requirement for an even total number of hits within each sub-module.
In Fig. 11.16(b), the result for the even–odd analysis is shown. The
resolution as a function of cluster size is extracted from Fig. 11.16(b)
by fitting it with the following function:
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can be caused by misalignment between the channels. From the fit, a
single channel resolution of ˘ 45 ps is measured, which is in agreement
with the value extracted from the single channel measurements, see
Fig. 11.15. In addition, a small misalignment is also observed. Further-
more, it can be seen that a time resolution better than 20 ps can be
reached for events with high multiplicities.

11.6. Cooling simulation of the tile detector

To study the feasibility of the cooling system, thermal simulations
were performed using the CAD implementation of the technical pro-
totype, while in parallel, several measurements of the prototype in
the laboratory environment were undertaken. After calibrating the

Fig. 11.16. Cluster size impact on time resolution: (a) Simulated phase I cluster size
per track. (b) Measured time resolution as a function of number of hits using the
even–odd analysis.

Fig. 11.17. Simulated temperature of the SiPM PCBs. The temperature of the cooling
water was set to 1

˝
C at a flow speed of 1m_s, while the environment temperature was

set to 50
˝
C.

simulation settings to the laboratory conditions, it was shown that the
measurements can be reproduced in the simulation [85]. The simula-
tion was therefore modified to investigate the cooling performance of
a full module operating at the MuTRiG working power consumption
of 1.2W. Furthermore, the temperature of the water was adjusted
to 1

˝
C to be closer to the operating conditions foreseen for the tile

detector within the experiment, while the environment temperature
was increased to 50

˝
C in order to subject the system to a stress test.
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• No tight space constraints on detector volume 
- Cylindric, at recurling stations,  

internally to the outer pixel detector 
- Highly segmented (6 x 6 x 5 mm3) in ~6k tiles 
- Individually wrapped in ESR foil to minimize crosstalk 
- Efficiency > 99%, time resolution ~40 ps 

• Readout with SiPM and dedicated ASIC 
• Extensively tested in demonstrator modules 
• First final modules produced

Time Sensor: Sci Tiles

22

• Scintillating tiles (SciTile):

- High light yield, fast response, no tight space constraints

- Cylindric, at recurling stations, before the outer pixel detector

- Segmented in highly granular tiles (6 x 6 x 5 mm3)


• Readout with SiPM and dedicated ASIC

• Extensively tested


• Efficiency > 99%, time resolution ~40 ps
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Fig. 11.3. CAD rendered views of the tile detector.

Fig. 11.4. Individual tiles wrapped with ESR reflective foil.

the foil. By pushing the tile down into a customised funnel, the foil
side walls are folded around the tile. Using the side rods of the tool,
the wrapping is folded like an envelope and a small sticker is placed
on top to close it. The resulting wrapped tiles are shown in Fig. 11.4.

In the following step, the tiles must be glued to the SiPMs. This is
done on matrix level in order to avoid tolerance issues. A gluing tool
was designed with the emphasis of allowing a small degree of freedom
with respect to the height of the individual tiles in order to compensate
different SiPM heights due to soldering paste and tolerances of the SiPM
manufacturing. The scintillator tiles are manually arranged inside the
tool and are pressed from the back side and the top such that half of
the tiles’ height is outside of the tool as shown in Fig. 11.9(a). The
matrix board is mounted on a pedestal and the glue is dispensed onto

Fig. 11.5. Hamamatsu MPPC S13360-3050VE.

the SiPMs. At this stage, the tool is pressed onto the SiPMs as shown in
Fig. 11.9(b), where the x-y position is set using alignment pins. After a
curing time of 24 h, the outer wall of the gluing tool is taken out (see
Fig. 11.9(c)) and the gluing tool can be removed.

11.5. Technical prototype

A technical prototype of the tile detector has been developed and
tested. The goal of this prototype was to evaluate the detector per-
formance and cooling concept, develop production tools and finalise
assembly procedures. This detector has a similar design to the one
described in Section 11.1, with a few modifications in the sub-module
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Fig. 11.4. Individual tiles wrapped with ESR reflective foil.

the foil. By pushing the tile down into a customised funnel, the foil
side walls are folded around the tile. Using the side rods of the tool,
the wrapping is folded like an envelope and a small sticker is placed
on top to close it. The resulting wrapped tiles are shown in Fig. 11.4.

In the following step, the tiles must be glued to the SiPMs. This is
done on matrix level in order to avoid tolerance issues. A gluing tool
was designed with the emphasis of allowing a small degree of freedom
with respect to the height of the individual tiles in order to compensate
different SiPM heights due to soldering paste and tolerances of the SiPM
manufacturing. The scintillator tiles are manually arranged inside the
tool and are pressed from the back side and the top such that half of
the tiles’ height is outside of the tool as shown in Fig. 11.9(a). The
matrix board is mounted on a pedestal and the glue is dispensed onto
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the SiPMs. At this stage, the tool is pressed onto the SiPMs as shown in
Fig. 11.9(b), where the x-y position is set using alignment pins. After a
curing time of 24 h, the outer wall of the gluing tool is taken out (see
Fig. 11.9(c)) and the gluing tool can be removed.

11.5. Technical prototype

A technical prototype of the tile detector has been developed and
tested. The goal of this prototype was to evaluate the detector per-
formance and cooling concept, develop production tools and finalise
assembly procedures. This detector has a similar design to the one
described in Section 11.1, with a few modifications in the sub-module
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Fig. 11.15. DUT channel resolution: (red) internal, (blue) external. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

distribution. A similar average resolution was measured both for the
reference sub-module and for the two DUTs, where the average time
resolution measured is 46.8 ± 7.6 ps. However, when repeating the
same calculation using channels from different sub-modules, an ad-
ditional jitter between the sub-modules is observed. The extra jitter
between the reference sub-module and the DUTs of 45.5 ± 3.2 ps leads
to a worse time resolution as shown in Fig. 11.15 (blue). The main
contribution to this arises from non-optimal design of the test board
used for the read out of all sub-modules.

The expected event multiplicity during phase I of the experiment is
presented in Fig. 11.16(a). While the average cluster size is ˘2, also
cluster sizes higher than 9 can be observed. In order to evaluate the
time resolution as a function of cluster size, a run with beam parallel
to the DUTs, where the electron can pass through up to four channels
in each DUT, is used.

The time resolution is evaluated using an even–odd analysis. For a
given electron track, all hits are grouped into ‘odd’ or ‘even’ based on
their channel position and the time difference is defined by:
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where N
hits

is the cluster size. In order to avoid the additional jitter
between the two DUTs, the sums in Eq. (11.2) can be arranged such
that the subtraction is only done within a sub-module, which leads to
a requirement for an even total number of hits within each sub-module.
In Fig. 11.16(b), the result for the even–odd analysis is shown. The
resolution as a function of cluster size is extracted from Fig. 11.16(b)
by fitting it with the following function:
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can be caused by misalignment between the channels. From the fit, a
single channel resolution of ˘ 45 ps is measured, which is in agreement
with the value extracted from the single channel measurements, see
Fig. 11.15. In addition, a small misalignment is also observed. Further-
more, it can be seen that a time resolution better than 20 ps can be
reached for events with high multiplicities.

11.6. Cooling simulation of the tile detector

To study the feasibility of the cooling system, thermal simulations
were performed using the CAD implementation of the technical pro-
totype, while in parallel, several measurements of the prototype in
the laboratory environment were undertaken. After calibrating the

Fig. 11.16. Cluster size impact on time resolution: (a) Simulated phase I cluster size
per track. (b) Measured time resolution as a function of number of hits using the
even–odd analysis.

Fig. 11.17. Simulated temperature of the SiPM PCBs. The temperature of the cooling
water was set to 1

˝
C at a flow speed of 1m_s, while the environment temperature was

set to 50
˝
C.

simulation settings to the laboratory conditions, it was shown that the
measurements can be reproduced in the simulation [85]. The simula-
tion was therefore modified to investigate the cooling performance of
a full module operating at the MuTRiG working power consumption
of 1.2W. Furthermore, the temperature of the water was adjusted
to 1

˝
C to be closer to the operating conditions foreseen for the tile

detector within the experiment, while the environment temperature
was increased to 50

˝
C in order to subject the system to a stress test.
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Mu3e – Subdetector roles - SciTile

No tight material limitation on Detector volume → “Thick” detector
Highly segmented in ~6k tiles
Very compact design

•Tiles from fast Ej-228 plastic scintillator (6 x 6 x 5 mm3)
•Individually wrapped in ESR foil - Minimize crosstalk
•Coupled to Hamamatsu SiPMs read out by Mutrig ASIC
(S13360-3050VE @ -10°C, Silicon oil cooling)
•Efficiency > 99%, single-channel time resolution ~ 40 ps
•Performance validated in Demonstrator Modules

•First final modules produced
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Data Acquisition System

23

7

Readout System

101 Gbit/s in total

100 Mbit/s after Online Event Selection

No Triggers before Online Event 
Selection

114 × FEB (Arria V) 
pixels, fibres and tiles 
LVDS to optical links

Trigger-less system
Data acquisition system
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• Triggerless continuous readout of all sub-detectors

- Data comes in fast serial links with 1.25 Gbit/s


• Network of FPGAs and optical links:
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• Fully streaming DAQ

• Network of FPGAs and optical 
links

• Collect all data of a time slice 
on one PC

• Reconstruct tracks, then  
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● Continuous readout with frontend
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● Online track reconstruction based
on new multiple scattering fit
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● DAQ hardware is ready!
● hard working on firmware and SW
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Mu3e Frontend Board with Arria V FPGA
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Trigger-less system
Data acquisition system
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Chain of 12 × Receiving board (DE5a NET, Arria 10) 
 Transfer data to GPU for online reconstruction
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Hofstadter's Law:  
It always takes longer than you expect,  

even when you take into account Hofstadter's Law
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• Mu3e Phase I: B( ) ≤ 2 x 10-15 (90% CL)  
• Simulated full Phase I data taking: 

- Background-free measurement for > 2.5 x 1015 muon stops 
- ~300 days of continuous running at 1 x 108  μ/s

μ → eee

Mu3e Physics reach

25

Sensitivity studies
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• Mu3e Phase I: B (μ → eee) ≤ 2 x 10-15 (90% CL)

 > 108 muons / s at the center of Mu3e


• Simulated full Phase I data taking:

- Background-free measurement for > 2.5 x 1015 muon stops 

- ~300 days of continuous running at 1 x 108 muon stops / s
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Simulated full phase I data taking

Sensitivities to B in the rage of 10−14

to a few 10−15 at 90% CL in reach
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Mu3e Experiment
Sensitivity Studies

Mu3e Phase I

K. Arndt, H. Augustin, P. Baesso et al. Nuclear Inst. and Methods in Physics Research, A 1014 (2021) 165679

Fig. 22.12. Small invariant mass of e
+
e
* pairs versus e

+
e
*
e
+ invariant mass for

accidental combinations of a Bhabha e
+
e
* pair with a Michel positron. Simulated

kinematics weighted with the track reconstruction efficiency.

Fig. 22.13. Reconstructed invariant mass for signal events at various branching frac-
tions and events from radiative decays with internal conversion. Accidental background
from combinations of Bhabha pairs and Michel electrons is also shown. The centre-
of-mass momentum is required to be less than 4MeV_c. Note that both the internal
conversion and Michel and Bhabha simulation use weighted events.

Fig. 22.14. Reconstructed centre-of-mass system momentum for signal events at
various branching fractions (1014 and 10

15 not labelled) and events from radiative
decays with internal conversion. Accidental background from combinations of Bhabha
pairs and Michel electrons is also shown. The reconstructed three-particle invariant
mass is required to be above 103MeV_c

2 and below 110MeV_c
2. Note that both the

internal conversion and Michel and Bhabha simulation use weighted events.

that allows for a background free measurement for at least 2.5 � 1015

Fig. 22.15. Reconstructed invariant mass versus the CMS momentum for signal events,
events from radiative decay with internal conversion and accidental background from
combinations of Bhabha pairs and Michel electrons. Note that both the internal
conversion and Michel and Bhabha simulation use weighted events. The shape of the
signal contour at 90% and 95% comes from events where one of the track has an
upward fluctuation of the energy loss in the target or the first tracker layers — this
leads to a lower reconstructed invariant mass and a larger reconstructed centre-of-mass
momentum due to the imbalance.

Fig. 22.16. Single event sensitivity (SES) and the corresponding 90% and 95% C.L.
upper limits versus data taking days for the phase I Mu3e detector.

muon stops. This corresponds to about 300 days of continuous running
at 1 � 108 stops per second. The sensitivity versus running time is shown
in Fig. 22.16.
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• Search for light cLFV particles:  

-  invisible → peak in Michel spectrum 

-  at displaced vertex or  signature 
‣ special search strategy and upgrade  

of online filter farm 

• Search for dark photons:  

-  invisible → no chance for detection 

-  at displaced vertex or peak in the ee inv. mass spectrum of 
 events 

• Search for cLFV in:  

- Mu3e is a tracking detector and is able to detect converted photons  
using dedicated converter layers 

- “Beyond Phase II”

μ → eX

X

X → ee μ → eee

μ → eννA′￼

A′￼

A′￼→ ee
μ → eeeνν

μ → eγ
γ → ee

Other Ideas for Mu3e Physics

26
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 Search for light cLFV particles:     µ → e X

➢ X invisible →  peak in Michel spectrum

➢ X → ee  at displaced vertex or µ → eee signature

➔ special search strategy and upgrade of online filter farm

 Search for dark photons:     µ → e ν ν A’

➢ A’ invisible → no chance for detection

➢ A’ → ee at displaced vertex or peak in the ee inv. mass spectrum of µ → eeeνν events

 Search for cLFV in:     µ → e γ

➢ Mu3e is a tracking detector and is able to detect converted photons  γ→ ee using 
dedicated converter layers

➢ “Beyond Phase II”

Ee

X
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Side Remark: Exotic LFV DecaysSide Remark: Exotic LFV Decays

Weakly Interaction Slim Particles (WISP)
  

light axions are theoretically well motivated

axions X could be LFV familons 
➢ pseudo-Nambu-Goldstein boson of spontaneously broken family asymmetry

➢ addressing dark matter

X could weakly couple to SM particles: μ+ → e+ X   ( μ+ → e- γ X )

X would be long-living or decay in detector: X → e+e- , νν

Search topologies: 

peak in Michel spectrum

displaced e+e- vertex 

μ+ → e+e+e- signature with M(ee) peak
Michel spectrum

E
e

μ+ → e+ X
μ+ → e+ ν ν
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• 2021-2022 Detector Integration 
- Integration and cosmic runs (PSI, 2021/22), 

test beam campaigns, thermo-mechanical  
mock-ups… 

- Combined vertex-SciFi and vertex-SciTiles operation 
- Integration of services, cooling and DAQ  
- Hardware validation in magnet and beam  
- Reconstruction of cosmic tracks, recurl electrons, 

sub-detector correlations,…

Mu3e Integration

27

2021, 2022
Mu3e integration
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Mu3e detector construction & commissioning
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Demonstrator vertex & SciFi detector: 2021 and 2020 commissioning runs

27

Cosmic track
Pixel-SciFi coincidences

First beam on target, first recurl positrons detected in magnetSynch SciFi and Pixel detector, QC test, Cosmic tracks 
detection, DAQ integration

Strong correlation between layer 0 & 1
fuzziness because of recurlers

No field
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Cosmic track
Pixel-SciFi coincidences

First beam on target, first recurl positrons detected in magnetSynch SciFi and Pixel detector, QC test, Cosmic tracks 
detection, DAQ integration

Strong correlation between layer 0 & 1
fuzziness because of recurlers

No field

2021, 2022
Mu3e integration
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• Detector integration:

- Integration and cosmic runs (PSI, 2021/22), test beam  

campaigns, thermo-mechanical mock-ups…

- Combined vertex-SciFi and vertex-SciTiles operation

- Integration of services, cooling and DAQ

- Hardware validation in magnet and beam

- Reconstruction of cosmic tracks, recurl electrons,  

sub-detector correlations,… 
 
 

Mu3e detector construction & commissioning
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Demonstrator vertex & SciFi detector: 2021 and 2020 commissioning runs
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fuzziness because of recurlers

No field
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• 2022-2023 Detector development 
- Operational MuPix11 sensor, validation of MuTRiG3 
- Integration of pixel, tile and SciFi readout with final hardware 

• 2022-2023 Detector construction 
- Phase I detector construction has started 
- Permanent staging area at PSI for installation 
- Consolidating production and QC pipelines

Mu3e Construction

28

2022, 2023
Mu3e construction
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• Detector development:

- Operational MuPix11 sensor, validation of MuTRiG3 ongoing

- Integration of pixel, tile and SciFi readout with final hardware


• Detector construction:

- Phase I detector construction has started

- Permanent staging area at PSI for installation

- Consolidating production and QC pipelines 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• MuPix 
- After 11 year R&D period over… 
- Inner pixels installation in progress 
- Two layer vertex detector to be  

installed (end of the year) 
- Outer Pixel Modules 

‣ Active area in total 1.2 m2 (~3000 sensors) 
‣ All individual MuPix to be qualified ~10000 sensors to be tested 

• SciFi and Tile  
- Mid 2024: Integration of one station into the experiment 

• DAQ  
- operational with different detector types 

• Helium gas cooling installed 
• Cosmic Run with final 2 layer detector (end of 2024)

Mu3e itinerary (2024)

29
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Quality Assurance and Control
All detector components need to be tested at different stages, from single parts to modules 

Single chip probe station

All individual Mupix sensors need to be qualified 
before ladder construction (gluing)

press down mechanism

Measured Current Voltage diagrams

region of
full 

depletion

plus other parameters:
● power consumption
● voltage levels
● data links 

about 10000 sensors to be tested!
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Mu3e Phase I → Phase II

30

2024 2025 2026 2027 2028 2029 2030 2031 2032 2033

Construction

Commissioning

…
…

Physics 
Phase I

HIMB upgrade

Physics 
Phase I

Construction

Commissioning

Physics 
Phase II

…
…

Phase B(µ → eee) Beam-line
I < 2 x 10-15 108 µ/s (PiE5)
II < 10-16 2 x 109 µ/s (HIMB)
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High Intensity Muon Beam-line (HIMB)
2027-2028

31

 

A. Schöning (Heidelberg)                                                           32                                                                         10. November 2023

Main user (particle Physics) will be Mu3e!

Mu3e

Andreas Knecht (Wengen 2023)

High Intensity Muon Beamline (HIMB)

~20 times higher muon stopping rate → Mu3e phase II

accidental background will increase by factor 400 = 202

Mu3e

Main user (particle Physics) will be Mu3e 
~20 times higher muon stopping rate ⇒ Mu3e Phase II 
accidental background will increase by factor 400 = 202
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• Longer stopping target to reduce accidentals: 10 cm ⇒ 30 cm 

• Thinner and smaller vertex detector to improve pointing resolution 
• Longer pixel detector modules to match longer muon stopping target 
• SciFi timing detector replaced with Ultra Fast Silicon Pixel Detector 

(UFSPD) 
• Increase readout bandwidth at front end 
• Increase magnetic field from B = 1 T to B = 2 T (option) to increase 

resolution and acceptance

Sketch of Mu3e Phase II

32
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  Sketch of Mu3e Phase II
(HIMB Science Case Publication)

  Sketch of Mu3e Phase II
(HIMB Science Case Publication)

Main Changes with respect to phase I

● much longer muon stopping target required to reduce accidental BG:  10 cm → 30 cm

● thinner and smaller vertex detector to improve pointing resolution

● much longer pixel detector modules to match longer muon stopping target 

● replace SciFi timing detector with Ultra Fast Silicon Pixel Detector (UFSPD)

● increase readout bandwidth at front end

● option to increase magnetic field from B=1T to B=2T to increase resolution and acceptance
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• Mu3e will search for the cLFV decay  with a sensitivity of 
10-16 

• It faces many technical challenges: compact design, low material 
budget, fine granularity, high rates 

• …with innovative technologies: HV-MAPS, gaseous helium cooling, 
MuTRiG readout, GPUs… 

• We are now in commissioning phase: 

• Mu3e Phase I detector will be completed in 2025 (optimistically) and 
ready for data taking in 2026 → S.E.S. ~10-15 

• … Detector and beam upgrades are expected in 2033

μ → eee

Summary & Outlook

33
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Back up

34
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- µ+ → e+γ     MEG (PSI) → MEG II 
B(µ+ → e+γ) < 3.1 x 10-13 (2024)  

- µ-Ν → e-Ν     SINDRUM II (PSI) → Mu2e/Comet 
B(µ-Au → e-Au) < 7 x 10-13 (2006) 

- µ+ → e+e+e-     SINDRUM I (PSI) → Mu3e 
B(µ+ → e+e+e-) < 1.0 x 10-12 (1988) 

Charged Lepton Flavour Violation

35

Muons lead the search

P. Beltrame, UoL - Mu3e Coll.
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Signal vs. Internal Conversion 

36Niklaus Berger – June 2024 – Slide 19

• Allowed radiative decay with internal 
conversion: 
 

  !+ → e+e-e+νν 
• Only distinguishing feature:  

Missing momentum carried by neutrinos

Internal conversion background

• Need excellent 
momentum resolution Br

an
ch

in
g 

Ra
tio

10-12

10-16

10-18

10-14

e+e-e+ mass (MeV/c2)
105 106104103102101

Internal conversion
background

Signal

µ+ → e+e+e-vv

µ+ → e+e+e-
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Experimental requirements
Mu3e experiment

7

• High muon rates → high granularity and fast processing

• Compact design → high integration level (sensors, readout ASICs)

• Internal conversion → excellent momentum resolution (~0.5 MeV)

• Accidental background → good timing (~100ps) and vertex resolution (~0.2mm)

• Low energy electrons → low material budget and recurl tracking stations
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Figure 1: The active part of the Mu3e detector, with a central tracker surrounding the target, and upstream and

downstream tracking stations. The large lever arm created by the recurling tracks enables the high momentum
resolution required.

Figure 2: The 30 ton Mu3e solenoid magnet arriving at PSI.
After a commissioning phase, the magnet will be
installed in the ⇡E5 experimental area, and can
provide a magnetic field of up to 2.6 Tesla with an
excellent �B

B uniformity and stability of O(10�4).

Figure 3: The simulated reconstructed mass versus the
momentum balance of two positrons and one
electron from a common vertex [9]. The acci-
dental background is shown in blue, the domi-
nating background from internal conversion is
shown in red.

1.1 The Mu3e detector

The Mu3e detector is located at the Compact Muon Beam Line at the ⇡E5 channel, which delivers

so-called surface muons, originating from pions decaying at rest at the surface of the production

target. After the positron contamination from the beam is removed by a Wien filter, a beam of up to

108 µ+/s is transported to the centre of the Mu3e solenoid magnet, and stopped on a hollow double-

cone target, which spreads out the decay vertices in z and minimises the amount of target material

seen by the decay particles. The target is surrounded by the cylindrical central tracker, consisting of

the inner silicon pixel detector, a scintillating fibre tracker for timing purposes, and the outer silicon

pixel detector. An optimal momentum resolution of better than 1MeV is achieved by letting the

positrons(electrons) recurl in the magnetic field, either crossing the central tracker again, or hitting

the outer tracking stations surrounding the upstream and downstream beam pipe. These stations

3

• High muon rates (108 μ/s) 
‣ high granularity and fast processing 

• Compact design  
‣ high integration level  

(sensors, readout ASICs) 
• Internal conversion  
‣ excellent momentum resolution (~0.5 MeV) 

• Accidental background  
‣ good timing (~100 ps) and vertex resolution (~0.2 mm) 

• Low energy electrons 
‣ low material budget and recurl tracking stations

Mu3e

37
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• Muon decays at rest into low energy 
electrons and positrons (<53 MeV) 


• Apply strong magnetic field (1T) and 
measure the curvature of the particles


• Momentum resolution in the low energy 
regime is dominated by multiple 
scattering, not detector resolution


• At first order:


• Recover momentum resolution:

- Low material budget

- Large lever arm (recurlers)

- Scattering in track reconstruction

and multiple scattering
Momentum measurement
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μp

p 𝝂 σMS
Σ

Niklaus Berger – May 2022 – Slide 23

• 1 T magnetic !eld 

• Resolution dominated by multiple  
sca"ering 

• Momentum resolution to !rst order: 

   ΣP/P  ~ θMS/Ω 

• Precision requires large lever arm 
(large bending angle Ω) and  
low multiple sca"ering θMS

Momentum measurement

Ω

MS

θMS

B
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Tracking design

39

Mu3e pixel detector design

May 2023 A. Loreti @Liverpool 7

Mu3e low-material budget detector i.e., thickness X/Xo ~0.115%per layer.

➢ Mechanics: the support of our detector ladder is a HDI flex thinner than a human hair.
➢ Electronics: high-density of traces in the HDI flex circuit (data lines, power, bias, for 18 chips).
➢ HDI-production: long fragile HDI flex, shrinking of the material, layers misalignment.
➢ Tooling:  proper tooling for handling flex tapes and chips.

High-Voltage Monolithic Active Pixel Sensors MuPix
50𝜇𝑚 thickness (or 0.054%𝑋𝑜). 

The High-Density Interconnect
Flex tape made of 2X14 𝜇𝑚 Al layers.
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• The Mu3e trackers are mounted with MuPix sensors: 

- High voltage monolithic active pixel sensors (HV-MAPS), produced in 

commercial 180 nm technology

- Fast charge collection in small active region

- Fully integrated digital readout, with logic implemented in N-well 

- Can be thinned to 50 μm


• Developed a series of MuPix, extensively tested

- Efficiency > 99%, time resolution < 20 ns


• Final version (MuPix11) operational

Sensors
Pixel detectors
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The Mu3e Pixel Sensors – MuPix

SLAC FPD Seminar - 01.12.2020 Sebastian Dittmeier - Heidelberg University 33

oHigh-Voltage Monolithic Active Pixel Sensors
oProduced in 180 nm HV-CMOS technology
o Fast charge collection via drift
o Fully integrated digital readout
oCan be thinned to 50 μm ~ 0.5 ‰ 𝑋0

Mu3e requirements
Efficiency ≥ 99 %
Time resolution ≤ 20 ns

MuPix 8

20
 m

m

10 mm

MuPix 10

I.Perić, NIM A 582 (2007) 876

Target

Inner pixel layers

Scintillating !bres

Outer pixel layers

Recurl pixel layers

Scintillator tiles

μ Beam

K. Arndt, H. Augustin, P. Baesso et al. Nuclear Inst. and Methods in Physics Research, A 1014 (2021) 165679

Fig. 8.11. Hit efficiency and noise as a function of the charge threshold for the MuPix8
sensor 084-2-03 (80⌦ cm, thickness 62 �m) as measured for 4GeV electrons for a beam
inclination angle of 0

˝. The bias voltage was set to *60V and the pixel cells were
untuned.
Source: Plot from [68].

the bias voltage. This measurement confirmed the expected increase of
the depletion area, and the resulting hit efficiency, by using a higher
resistivity substrate than the standard 10* 20⌦ cm. The increase of the
depletion region is also supported by TCAD simulations [69] and HV-
CMOS characterisation studies including Edge-TCT measurements [53].
For substrate resistivities of ˘200⌦ cm an even wider plateau of high
efficiency has been obtained [70].

8.4.2. Noise and cross-talk
For optimised DAC settings a noise of about 90 electrons was mea-

sured for MuPix8 using a threshold scan. The source is mainly thermal
noise from the capacitances of the diode and the amplifier input tran-
sistors. The noise figure has to be compared to the expected number of
primary electrons which strongly depends on the substrate resistivity.
For the envisaged substrate of ˘200⌦ cm and approx. ˘30 �m depletion
more than 3000 primary electrons are expected in the experiment.

Another source of noise is cross-talk which is particularly dangerous
in mixed signal designs where frequently switching signals in the digital
circuitry induce noise in the analogue section. Various tests have been
performed and no cross-talk from the digital section was detected
for reasonable hit thresholds, even when the MuPix prototypes were
operated at very high readout rates (> 1Mhits_s), thus confirming the
MuPix design.

Cross-talk between pixel cells was studied by analysing hit corre-
lations. Hit correlations are naturally expected from charge sharing
if tracks create ionisation charges in the vicinity of two pixels inside
a cone of about 3 �m [68]. A clear correlation between the position
of the charge deposition and charge sharing was seen in test-beam
measurements but no significant cross-talk between pixels could be
measured.

Significant cross-talk, however, was observed in MuPix8 between
the long analogue readout lines connecting the pixel cells with the
comparators in the periphery, see Fig. 8.2. Fig. 8.12 shows the signal
measured at the comparator inputs of adjacent pixels in the same
column after injecting a pulse to the middle pixel. In MuPix8 a con-
ventional comb-like routing scheme was implemented where the length
of RO lines scales linearly with the row number. This scheme allows
a detailed study of the cross-talk probability as a function of the row
number, and thus the length of the RO line. The capacitive coupling has
been derived from the amplitude ratios of injected to measured signal,

Fig. 8.12. Relative amplitude loss of an injected signal in MuPix8 as a function of the
row number due to the capacitive couplings of the readout lines (full points). The red
line corresponds to a proportionality constant of 0.155% per pixel row.
Source: Plot based on [63].

Fig. 8.13. Triplet pattern probability due to cross-talk as a function of the row number
in MuPix8. The red solid line shows a fit to the data.
Source: For more detail see [68].

and was found to be proportional to the length of the readout line, see
Fig. 8.12, with a signal loss of roughly 0.155% per pixel row. Small
deviations from linear behaviour are expected and due to non-linear
routing effects, e.g. change of metal layers.

The capacitive coupling between RO lines leads to a specific triplet
pattern, see discussion of Fig. 8.3. The frequency of this cross-talk has
been derived from test-beam data as a function of the row number and
is shown in Fig. 8.13. The triplet pattern probability above row number
˘70 shows a linear increase with the length of the readout line. For the
highest row numbers, corresponding to a signal line length of 1.6 cm,
the probability is approx. 35% that a triplet pattern fires.

From the MuPix8 characterisation results the capacitive coupling
between RO lines is estimated for MuPix10 to be ˘13%, considering
the improved routing scheme (see Section 8.3.3) and the 20% increase
of the signal line density. For most hits, the amplitude of the cross talk
signal is expected to be small enough to be below detection threshold.
If the cross-talk is above the hit threshold, special easy-to-identify
patterns will emerge due to the MuPix10 routing scheme.

8.4.3. Time resolution
Several effects contribute to the timing of hits in a monolithic sen-

sor: pixel-to-pixel variations in the amplifier response, signal routings of

30

• ~11 year R&D time… Final version (MuPix11) operational 
• Developed a series of MuPix,  

extensively tested 
- Efficiency >99%,  

time resolution <20 ns 
~23 μm spatial resolution

Pixel Detector: MuPix

40

Pixel tracker  - Status

13

11 year R&D period over…
Inner pixels installation in progress 
Helium gas cooling installed 
~23 μm spatial resolution, efficiency 99%*, < 20 ns time 
resolution
Two layer vertex detector to be installed by November

Subdetectors for Phase I
Mupix Pixel Sensor

Prototype of the vertex detector with solid PCBs:
Final design with kapton flexprints:

Martin Müller NuFact 2023 9/22

6 layers of thin ( 70µm) Mupix
Pixel sensors (HV-MAPS)
glued on kapton flexprints
provides precise vertex and
momentum reconstruction
production of inner layer modules
has started outer layer production will follow

soon

50 m thick silicon wafer

easily achievable with 70 μs, a bit more challenging with 50 μs 

• The Mu3e trackers are mounted with MuPix sensors: 

- High voltage monolithic active pixel sensors (HV-MAPS), produced in 

commercial 180 nm technology

- Fast charge collection in small active region

- Fully integrated digital readout, with logic implemented in N-well 

- Can be thinned to 50 μm


• Developed a series of MuPix, extensively tested

- Efficiency > 99%, time resolution < 20 ns


• Final version (MuPix11) operational

Sensors
Pixel detectors
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The Mu3e Pixel Sensors – MuPix
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oHigh-Voltage Monolithic Active Pixel Sensors
oProduced in 180 nm HV-CMOS technology
o Fast charge collection via drift
o Fully integrated digital readout
oCan be thinned to 50 μm ~ 0.5 ‰ 𝑋0

Mu3e requirements
Efficiency ≥ 99 %
Time resolution ≤ 20 ns

MuPix 8

20
 m

m

10 mm

MuPix 10

I.Perić, NIM A 582 (2007) 876

Target

Inner pixel layers

Scintillating !bres

Outer pixel layers

Recurl pixel layers

Scintillator tiles

μ Beam

K. Arndt, H. Augustin, P. Baesso et al. Nuclear Inst. and Methods in Physics Research, A 1014 (2021) 165679

Fig. 8.11. Hit efficiency and noise as a function of the charge threshold for the MuPix8
sensor 084-2-03 (80⌦ cm, thickness 62 �m) as measured for 4GeV electrons for a beam
inclination angle of 0

˝. The bias voltage was set to *60V and the pixel cells were
untuned.
Source: Plot from [68].

the bias voltage. This measurement confirmed the expected increase of
the depletion area, and the resulting hit efficiency, by using a higher
resistivity substrate than the standard 10* 20⌦ cm. The increase of the
depletion region is also supported by TCAD simulations [69] and HV-
CMOS characterisation studies including Edge-TCT measurements [53].
For substrate resistivities of ˘200⌦ cm an even wider plateau of high
efficiency has been obtained [70].

8.4.2. Noise and cross-talk
For optimised DAC settings a noise of about 90 electrons was mea-

sured for MuPix8 using a threshold scan. The source is mainly thermal
noise from the capacitances of the diode and the amplifier input tran-
sistors. The noise figure has to be compared to the expected number of
primary electrons which strongly depends on the substrate resistivity.
For the envisaged substrate of ˘200⌦ cm and approx. ˘30 �m depletion
more than 3000 primary electrons are expected in the experiment.

Another source of noise is cross-talk which is particularly dangerous
in mixed signal designs where frequently switching signals in the digital
circuitry induce noise in the analogue section. Various tests have been
performed and no cross-talk from the digital section was detected
for reasonable hit thresholds, even when the MuPix prototypes were
operated at very high readout rates (> 1Mhits_s), thus confirming the
MuPix design.

Cross-talk between pixel cells was studied by analysing hit corre-
lations. Hit correlations are naturally expected from charge sharing
if tracks create ionisation charges in the vicinity of two pixels inside
a cone of about 3 �m [68]. A clear correlation between the position
of the charge deposition and charge sharing was seen in test-beam
measurements but no significant cross-talk between pixels could be
measured.

Significant cross-talk, however, was observed in MuPix8 between
the long analogue readout lines connecting the pixel cells with the
comparators in the periphery, see Fig. 8.2. Fig. 8.12 shows the signal
measured at the comparator inputs of adjacent pixels in the same
column after injecting a pulse to the middle pixel. In MuPix8 a con-
ventional comb-like routing scheme was implemented where the length
of RO lines scales linearly with the row number. This scheme allows
a detailed study of the cross-talk probability as a function of the row
number, and thus the length of the RO line. The capacitive coupling has
been derived from the amplitude ratios of injected to measured signal,

Fig. 8.12. Relative amplitude loss of an injected signal in MuPix8 as a function of the
row number due to the capacitive couplings of the readout lines (full points). The red
line corresponds to a proportionality constant of 0.155% per pixel row.
Source: Plot based on [63].

Fig. 8.13. Triplet pattern probability due to cross-talk as a function of the row number
in MuPix8. The red solid line shows a fit to the data.
Source: For more detail see [68].

and was found to be proportional to the length of the readout line, see
Fig. 8.12, with a signal loss of roughly 0.155% per pixel row. Small
deviations from linear behaviour are expected and due to non-linear
routing effects, e.g. change of metal layers.

The capacitive coupling between RO lines leads to a specific triplet
pattern, see discussion of Fig. 8.3. The frequency of this cross-talk has
been derived from test-beam data as a function of the row number and
is shown in Fig. 8.13. The triplet pattern probability above row number
˘70 shows a linear increase with the length of the readout line. For the
highest row numbers, corresponding to a signal line length of 1.6 cm,
the probability is approx. 35% that a triplet pattern fires.

From the MuPix8 characterisation results the capacitive coupling
between RO lines is estimated for MuPix10 to be ˘13%, considering
the improved routing scheme (see Section 8.3.3) and the 20% increase
of the signal line density. For most hits, the amplitude of the cross talk
signal is expected to be small enough to be below detection threshold.
If the cross-talk is above the hit threshold, special easy-to-identify
patterns will emerge due to the MuPix10 routing scheme.

8.4.3. Time resolution
Several effects contribute to the timing of hits in a monolithic sen-

sor: pixel-to-pixel variations in the amplifier response, signal routings of
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250 x 256 Pixels
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Mu3e Phase I

41

• Simulation of momentum resolution with Geant4

• Reconstruction of recurlers pays off

• Improvement in resolution up to a factor 10

Momentum resolution
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Momentum Resolution (Simulation)

4 hits (layers)
6 hits (recurl)

8 hits (central)

Mu3e Phase I
Momentum resolution
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HV-MAPS Charge Collection

42
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HV-MAPS Charge Collection

with bias voltage

“depleted MAPS”

electrical field 
up 105 V/cm

d ∝√ρ⋅U E ∝√U /ρdepletion depth: electric field:

U = voltage

ρ = substrate resistivity

Depletion depth:  
 U = voltage 
 ρ = substrate resistivity 

d ∝ ρ ⋅ U Electric field: E ∝ U/ρ

“depleted MAPS”

electrical field 
up 105 V/cm
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HV-MAPS
• Monolithic: Readout and active volume on same chip 
• Characteristic:  

- Diode realised as deep n-well in p-substrate 
reversely biased up to -140 V  

- Fast charge collection via drift in depleted volume 

-  

-  

‣ Fast charge in depleted volume collected via drift 
‣ Diffusion in non depleted volume 

⃗j = qD∇n + qnμ ⃗E
τ−1

coll = τ−1
diff + τ−1

drift
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2 MuPix11 Design ReviewMuPix Group

active sensor → hit finding & digitisation & zero suppression & readout

 low noise O(75-100e-) → low threshold

 small depletion region of  ≤ 30 μm → thin sensor ~50 μm

 HV-CMOS (60 - 120 V) process → fast charge collection

 industrial standard process → low production costs

 continuous and fast readout (serial link) → high rate applications

I.Peric, et al., NIM A 582 (2007) 876

transistor logic embedded in N-well
(“smart diode array”)

N-well

P-substrate Particle

High Voltage-Monolithic Active Pixel Sensors

High Voltage - Monolithic Active Pixel Sensor (HV-MAPS )

charge collection by drift!
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Beam test results
SciFi qualification with MuTRiG ASICs

45

Beam test results – SciFi qualification with MuTRiG ASICs 

18

Mainz (MAMI)
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• Both timing detectors are read out with  
MuTRiG ASICs: 
- Custom readout ASIC for fast SiPM readout 
- High resolution TDC (50 ps) and rate acceptance (~1 MHz/channel) 
- Separate time and energy thresholds 
- Clustering (coincidence) logic on-chip 
- Tunable output event structure 

• Final version (MuTRiG3)  
under validation

Time Sensor: Read Out

46

Readout ASIC
Timing detectors

22

• Both timing detectors are read out with MuTRiG ASICs: 

- Custom readout ASIC for fast SiPM readout 
- High resolution TDC (50 ps) and rate acceptance (~1 MHz/channel)

- Separate time and energy thresholds

- Clustering (coincidence) logic on-chip

- Tunable output event structure


• Final version (MuTRiG3) under validation
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Target

Inner pixel layers

Scintillating !bres

Outer pixel layers

Recurl pixel layers

Scintillator tiles

μ Beam
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Mu3e DAQ Chain & Filter

47

Mu3e DAQ Chain & Filter

Search for mu3e does not allow for 
on-detector trigger

Instead: Online filter using GPUs

3 Layers in DAQ chain:

- Hit Data sorting & Concentration
- Assembly of time slices
- Distribute & filter on GPUs:

- Track reconstruction in 
central pixel detector

- vertex finding
- O(100) reduction

- (Write candidate events to disk)
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• No hardware trigger → detectors continuously send zero-suppressed hit information 
• Intel FPGAs: two main (Arria V and Arria 10), one auxilary (MAX 10) 
• Three boards (FEB, SWB/PCIe40 and Farm/DE5a) 
• Several firmware configurations (MuPix/SciFi/AsciTile, DDR3/4, test stands)
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Data Acquisition and Filter Farm

● Continuous readout with frontend
zero-suppression

● Online track reconstruction based
on new multiple scattering fit
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● DAQ hardware is ready!
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(inside the magnet)DE5aNet Receiving Board (Arria 10)
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Chain of 12 × Receiving board (DE5a NET, Arria 10) 
 Transfer data to GPU for online reconstruction

• No hardware trigger → detectors continuously send zero-suppressed hit information 
• Intel FPGAs: two main (Arria V and Arria 10), one auxilary (MAX 10) 
• Three boards (FEB, SWB/PCIe40 and Farm/DE5a) 
• Several firmware configurations (MuPix/SciFi/AsciTile, DDR3/4, test stands)
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• Trigger-less continuous readout 
• Front-end board bandwidth requirements:  

- MuPix: 1.3 MHz/cm2, maximum hit band-width of 740 Mbit/s, 
equivalent to 23 x 106 

 32 bit hits per link per second 
- SciFi: estimated from the simulation as 620 kHz, with a hit size of 

28 bits, 32 channels per ASIC, this uses about 700 Mbit/s 

• Switching board bandwidth requirements

Mu3e Data Acquisition

49

The Phase I Mu3e Experiment

#Sensor Max hit Average hit ChipæFPGA ChipæFPGA Front-end
chips rate rate link capacity layer capacity FPGAs

106/Chip/s 106/Layer/s Mbit/s Gbit/s
needed/available needed/available

central station
Layer 1 48 5.2 194 281/3750 10.5/180 4
Layer 2 60 5.2 195 281/3750 10.5/225 6
Layer 3 408 1.2 266 65/1250 14.4/510 12
Layer 4 504 1.2 248 65/1250 13.4/630 14

recurl station
Layer 3 U 408 0.15 41 8.1/1250 2.2/510 12
Layer 4 U 504 0.14 44 7.6/1250 2.4/630 14
Layer 3 D 408 0.11 28 5.9/1250 1.5/510 12
Layer 4 D 504 0.10 29 5.4/1250 1.6/630 14

Total 2844 1045 56.4/3825 88

Table 17.1: Pixel front-end readout requirements (108 muon stops/s). The recurl station layers are labelled up- and
downstream (U/D). The rates include protocol overhead and 8 bit/10 bit encoding, and assume 32 bit hit size.

Subdetector Max. hit rate/FPGA Hit size Bandwidth needed FPGAs
MHz Bits Gbit/s

Pixels 58 48 4.6 88
Fibres 28 48 2.3 12
Tiles 15 48 1.2 14

Table 17.2: FPGA bandwidth requirements. For the fibre detector, clustering in the front-end FPGA is performed. For
the bandwidth, 75 % protocol e�ciency and 8 bit/10 bit encoding are assumed. The pixel hit size assumes, conservatively,
that the full hit and address information including time is transmitted for each hit. This can be reduced by time-grouping
hits and encoding parts of the address in the link.

Rate Bandwidth
MHz Gbit/s

Central Pixels 905 58
Upstream Recurl 191 12
Downstream Recurl 131 8.4
Fibres 337 21.5
Total 1564 100

Table 17.3: Switching board bandwidth requirements.
48 bit hit size and 75 % protocol e�ciency are assumed.

magnet necessitate small, highly integrated boards incor-
porating FPGAs and optical modules with a small footprint
and limited power consumption. A working prototype can
be seen in Figure 17.3.

The boards feature an Intel Arria V FPGA1 for data pro-
cessing as well as a flash-based Intel MAX10 FPGA2 for
configuration and monitoring. For the optical data trans-
mission we use Firefly transceivers by Samtec (ECUO-B04-
14), each of which provides four transmitting and four re-
ceiving links at up to 14 Gbit/s in a very small footprint
(20.3 mm◊11.25 mm) at a power consumption of roughly
1 W. A single link per board is su�cient for the band-
width requirements of phase I; we nevertheless foresee the

1Model 5AGXBA7D4F31C5
2Model 10M25SAE144C8G

Figure 17.3: Prototype front-end board based on an Intel
Arria V FPGA. The FPGA in the centre left is surroun-
ded by connectors to the crate backplane (leading to the
detector ASICs) at the bottom, a Intel MAX10 CPLD for
configuration and monitoring in the centre right, clocking
circuitry at the left, two connectors for Firefly optical trans-
ceivers on the top left, blue JTAG connectors for program-
ming on top and the DC/DC converter circuitry on the
right. The copper boxes contain and shield the air coils.

option to install two Fireflys and thus obtain 8 outgoing
links. The incoming links are used for the clock and re-

88
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Table 17.1: Pixel front-end readout requirements (108 muon stops/s). The recurl station layers are labelled up- and
downstream (U/D). The rates include protocol overhead and 8 bit/10 bit encoding, and assume 32 bit hit size.

Subdetector Max. hit rate/FPGA Hit size Bandwidth needed FPGAs
MHz Bits Gbit/s

Pixels 58 48 4.6 88
Fibres 28 48 2.3 12
Tiles 15 48 1.2 14

Table 17.2: FPGA bandwidth requirements. For the fibre detector, clustering in the front-end FPGA is performed. For
the bandwidth, 75 % protocol e�ciency and 8 bit/10 bit encoding are assumed. The pixel hit size assumes, conservatively,
that the full hit and address information including time is transmitted for each hit. This can be reduced by time-grouping
hits and encoding parts of the address in the link.

Rate Bandwidth
MHz Gbit/s

Central Pixels 905 58
Upstream Recurl 191 12
Downstream Recurl 131 8.4
Fibres 337 21.5
Total 1564 100

Table 17.3: Switching board bandwidth requirements.
48 bit hit size and 75 % protocol e�ciency are assumed.

magnet necessitate small, highly integrated boards incor-
porating FPGAs and optical modules with a small footprint
and limited power consumption. A working prototype can
be seen in Figure 17.3.

The boards feature an Intel Arria V FPGA1 for data pro-
cessing as well as a flash-based Intel MAX10 FPGA2 for
configuration and monitoring. For the optical data trans-
mission we use Firefly transceivers by Samtec (ECUO-B04-
14), each of which provides four transmitting and four re-
ceiving links at up to 14 Gbit/s in a very small footprint
(20.3 mm◊11.25 mm) at a power consumption of roughly
1 W. A single link per board is su�cient for the band-
width requirements of phase I; we nevertheless foresee the

1Model 5AGXBA7D4F31C5
2Model 10M25SAE144C8G

Figure 17.3: Prototype front-end board based on an Intel
Arria V FPGA. The FPGA in the centre left is surroun-
ded by connectors to the crate backplane (leading to the
detector ASICs) at the bottom, a Intel MAX10 CPLD for
configuration and monitoring in the centre right, clocking
circuitry at the left, two connectors for Firefly optical trans-
ceivers on the top left, blue JTAG connectors for program-
ming on top and the DC/DC converter circuitry on the
right. The copper boxes contain and shield the air coils.

option to install two Fireflys and thus obtain 8 outgoing
links. The incoming links are used for the clock and re-

88

The Phase I Mu3e Experiment

#Sensor Max hit Average hit ChipæFPGA ChipæFPGA Front-end
chips rate rate link capacity layer capacity FPGAs

106/Chip/s 106/Layer/s Mbit/s Gbit/s
needed/available needed/available

central station
Layer 1 48 5.2 194 281/3750 10.5/180 4
Layer 2 60 5.2 195 281/3750 10.5/225 6
Layer 3 408 1.2 266 65/1250 14.4/510 12
Layer 4 504 1.2 248 65/1250 13.4/630 14

recurl station
Layer 3 U 408 0.15 41 8.1/1250 2.2/510 12
Layer 4 U 504 0.14 44 7.6/1250 2.4/630 14
Layer 3 D 408 0.11 28 5.9/1250 1.5/510 12
Layer 4 D 504 0.10 29 5.4/1250 1.6/630 14

Total 2844 1045 56.4/3825 88

Table 17.1: Pixel front-end readout requirements (108 muon stops/s). The recurl station layers are labelled up- and
downstream (U/D). The rates include protocol overhead and 8 bit/10 bit encoding, and assume 32 bit hit size.

Subdetector Max. hit rate/FPGA Hit size Bandwidth needed FPGAs
MHz Bits Gbit/s

Pixels 58 48 4.6 88
Fibres 28 48 2.3 12
Tiles 15 48 1.2 14

Table 17.2: FPGA bandwidth requirements. For the fibre detector, clustering in the front-end FPGA is performed. For
the bandwidth, 75 % protocol e�ciency and 8 bit/10 bit encoding are assumed. The pixel hit size assumes, conservatively,
that the full hit and address information including time is transmitted for each hit. This can be reduced by time-grouping
hits and encoding parts of the address in the link.

Rate Bandwidth
MHz Gbit/s

Central Pixels 905 58
Upstream Recurl 191 12
Downstream Recurl 131 8.4
Fibres 337 21.5
Total 1564 100

Table 17.3: Switching board bandwidth requirements.
48 bit hit size and 75 % protocol e�ciency are assumed.

magnet necessitate small, highly integrated boards incor-
porating FPGAs and optical modules with a small footprint
and limited power consumption. A working prototype can
be seen in Figure 17.3.

The boards feature an Intel Arria V FPGA1 for data pro-
cessing as well as a flash-based Intel MAX10 FPGA2 for
configuration and monitoring. For the optical data trans-
mission we use Firefly transceivers by Samtec (ECUO-B04-
14), each of which provides four transmitting and four re-
ceiving links at up to 14 Gbit/s in a very small footprint
(20.3 mm◊11.25 mm) at a power consumption of roughly
1 W. A single link per board is su�cient for the band-
width requirements of phase I; we nevertheless foresee the

1Model 5AGXBA7D4F31C5
2Model 10M25SAE144C8G

Figure 17.3: Prototype front-end board based on an Intel
Arria V FPGA. The FPGA in the centre left is surroun-
ded by connectors to the crate backplane (leading to the
detector ASICs) at the bottom, a Intel MAX10 CPLD for
configuration and monitoring in the centre right, clocking
circuitry at the left, two connectors for Firefly optical trans-
ceivers on the top left, blue JTAG connectors for program-
ming on top and the DC/DC converter circuitry on the
right. The copper boxes contain and shield the air coils.

option to install two Fireflys and thus obtain 8 outgoing
links. The incoming links are used for the clock and re-

88



P. Beltrame, UoL - Mu3e Coll.

2017: Termination of Mu3e magnet contract after 2 years  
—> changed producer 
2018: 180nm HV-CMOS process abandoned by austriamicrosystems 
—> fab change 
2019: Main Engineer in Oxford (Kirk Arndt) passed away 
2020: Covid19 pandemic … 
2021: Production stop of Frontend Boards (main Mu3e electronics) due 
to delivery problems (e.g. FPGAs) for more than two years 
2022: Pixel Tracker flexprint production in Kharkiv stopped for ~1 year 
because of Ukraine war 
… many other smaller problems

Mu3e “Crisis” and Delays
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• Detector integration: 
- Integration and cosmic runs (PSI, 2021/22), test beam 

campaigns, thermo-mechanical mock-ups… 
- Combined vertex-SciFi and vertex-SciTiles operation 
- Integration of services, cooling and DAQ 
- Hardware validation in magnet and beam 
- Reconstruction of cosmic tracks, recurl electrons, 

sub-detector correlations, …

Mu3e integration: 2021-2022
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• Detector development: 
- Operational MuPix11 sensor, validation of MuTRiG3 ongoing 
- Integration of pixel, tile and SciFi readout with final hardware 

• Detector construction: 
- Phase I detector construction has started 
- Permanent staging area at PSI for installation 
- Consolidating production and QC pipelines

Mu3e construction: 2022-2023
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• Detector development:

- Operational MuPix11 sensor, validation of MuTRiG3 ongoing

- Integration of pixel, tile and SciFi readout with final hardware


• Detector construction:

- Phase I detector construction has started

- Permanent staging area at PSI for installation

- Consolidating production and QC pipelines 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Mu3e Vertex Detector
2023 (final design)
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Mu3e Vertex Detector (Final Design)
https://www.physi.uni-heidelberg.de/~schoning/First_Vertex_Ladders_IMG_7211.mp4

gaseous He cooling
distribution rings

gaseous He ducts

Mupix sensors glued on
High Density Interconnects
made of kapton/alu (LTU)
and spTAB-bonded 

flex prints for readout,
control and powering 

Ultra-light design: the mass of one vertex ladder is < 1g

broken ladder

Half-Ladder in PSI testbeam (Oct. ‘23)

x

X0

≈ 1.1⋅10
−3

radiation lengths: 

A. Schöning (Heidelberg)                                                           22                                                                         10. November 2023

Mu3e Vertex Detector (Final Design)
https://www.physi.uni-heidelberg.de/~schoning/First_Vertex_Ladders_IMG_7211.mp4

gaseous He cooling
distribution rings

gaseous He ducts

Mupix sensors glued on
High Density Interconnects
made of kapton/alu (LTU)
and spTAB-bonded 

flex prints for readout,
control and powering 

Ultra-light design: the mass of one vertex ladder is < 1g

broken ladder

Half-Ladder in PSI testbeam (Oct. ‘23)

x

X0

≈ 1.1⋅10
−3

radiation lengths:

Ultra-light design:  
the mass of one vertex ladder is <1 g 
radiation lengths: X /X0 ≃ 1.1 ⋅ 10−3
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• Production of Outer Pixel Modules is automated to a large extend 
→ active area in total 1.2 m2 (~3000 sensors) 

• Single chip probe station 
- All individual MuPix sensors 

to be qualified before ladder  
construction (gluing)  
~10000 sensors to be tested 

• Measured Current Voltage diagrams 
• other parameters: 

- power consumption 
- voltage levels 
- data links

Mu3e Outer Pixel Detector
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Quality Assurance and Control
All detector components need to be tested at different stages, from single parts to modules 

Single chip probe station

All individual Mupix sensors need to be qualified 
before ladder construction (gluing)

press down mechanism

Measured Current Voltage diagrams

region of
full 

depletion

plus other parameters:
● power consumption
● voltage levels
● data links 

about 10000 sensors to be tested!
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The Phase I Mu3e Experiment

4− 2− 0 2 4
 [mm]true-xrecx

1

10

210

310

410

510

610

710

Phase I, 3 recurlers

RMS =  0.0003) mm±(0.4681 
 = µ  0.0003) mm±(-0.0001 
 = σ  0.0002) mm±(0.2887 

4− 2− 0 2 4
 [mm]

true
-yrecy

1

10

210

310

410

510

610

710

Phase I, 3 recurlers

RMS =  0.0003) mm±(0.4671 
 = µ  0.0003) mm±(0.0001 
 = σ  0.0002) mm±(0.2875 

4− 2− 0 2 4
 [mm]true-zrecz

1

10

210

310

410

510

610

710

Phase I, 3 recurlers

RMS =  0.0002) mm±(0.2964 
 = µ  0.0002) mm±(0.0001 
 = σ  0.0002) mm±(0.1981 

4− 2− 0 2 4
 [mm]targetd

1

10

210

310

410

510

610

710

Phase I, 3 recurlers

RMS =  0.0004) mm±(0.5857 
 = µ  0.0003) mm±(-0.0026 
 = σ  0.0007) mm±(0.2987 

Figure 22.1: Vertex resolution for simulated signal decays (points). Three tracks with recurlers are selected. The fits
(lines) are the sum of two Gaussian distributions and the quoted ‡ is the area-weighted mean. Top left in x, top right in
y, bottom left in z and bottom right in the distance to the target; negative target distances denote a reconstructed vertex
position inside the target.

22.1.3 Signal Efficiency

For every reconstruction step, there is a possibility of signal
loss; the largest loss is due to the geometrical acceptance of
the detector. For signal decays in the target and evenly dis-
tributed in phase space, approximately 38.1% have all three
electrons traverse the four layers of the central detector in
the active region. If recurling tracks are required, the ac-
ceptance is further reduced. There are also ine�ciencies in
the reconstruction and vertex fits, especially due to the ‰

2

cuts, which mostly get rid of tracks with large angle scat-
tering, that cannot be reliably and precisely reconstructed.
The signal losses in the CMS momentum and mrec cuts
are mainly due to events where one of the decay particles
undergoes a large energy loss or radiates a Bremsstrahlung
photon. The overall e�ciency after applying all mentioned
cuts as well as a veto on events where the tracks have in-

consistent timing is shown in Figure 22.6 as a function of
the required number of recurling tracks.

With the selection criteria used, the overall e�ciency is
13.0% when three recurling tracks are required. The ef-
ficiency losses are listed in Table 22.1. Further gains are
expected from a thorough optimisation of the cuts; on the
other hand, imperfections of the real detector will likely
lead to some additional losses. The selection e�ciency can
be increased (at the cost of a deterioration of the mass
resolution) e.g. by requiring recurling tracks only for high
momentum tracks, see Figure 22.7.
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Momentum resolution
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Figure 22.3: Reconstructed decay muon momentum (points) in x, y and z direction (which corresponds to the resolution for
px, py and pz for muons decaying at rest). Only long tracks enter the analysis. The lines are fits of Gaussian distributions
used to estimate the core resolution and to identify biases.

Produced in Produced in Reconstructed Reconstructed Reconstructed Reconstructed
Electron source inner target inner detector target region inner detector target region

detector region short tracks short tracks long tracks long tracks

Bhabha scattering 5.5 · 10≠4 1.1 · 10≠4 2.7 · 10≠4 5.7 · 10≠5 2.3 · 10≠4 4.4 · 10≠5

e+e≠ visible 4.3 · 10≠4 7.7 · 10≠5 1.5 · 10≠4 2.6 · 10≠5 1.1 · 10≠4 1.7 · 10≠5

Photon conversion 2.3 · 10≠5 2.1 · 10≠6 1.1 · 10≠5 1.0 · 10≠6 9.2 · 10≠6 8.0 · 10≠7

e+e≠ visible 5.7 · 10≠6 4.6 · 10≠7 1.5 · 10≠6 1.3 · 10≠7 1.2 · 10≠6 9.3 · 10≠8

Compton scattering 3.6 · 10≠5 4.3 · 10≠6 1.7 · 10≠5 2.2 · 10≠6 1.4 · 10≠5 1.7 · 10≠6

Internal conversion 3.1 · 10≠5 2.9 · 10≠5 1.7 · 10≠5 1.6 · 10≠5 1.3 · 10≠5 1.3 · 10≠5

e+e≠ visible 1.1 · 10≠6 1.0 · 10≠6 3.6 · 10≠7 3.3 · 10≠7 2.3 · 10≠7 2.2 · 10≠7

Total 6.4 · 10≠4 1.5 · 10≠4 3.2 · 10≠4 7.6 · 10≠5 2.6 · 10≠4 5.9 · 10≠5

Table 22.2: Electrons with transverse momentum larger than 10 MeV created in the target region, relative to the number
of muon stops. The inner detector region is a cylinder including the vacuum window and the first pixel layer, the target
region is a cylinder just containing the target.
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Figure 22.4: Magnitude of the center of mass system mo-
mentum reconstructed for signal events with three recurlers
required.

Timing Suppression

Time information from hits in the fibre and tile detectors
provides an important handle for the suppression of ac-

cidental backgrounds. For the purpose of this study, the
accidental background is estimated using the track com-
binations in 50 ns reconstruction frames (achievable with
pixel detector timing only). The additional suppression by
the dedicated timing detectors is then expressed relative to
these combinations.

The precise timing of a track is determined by the num-
ber of assignable hits in the fibre detector and the existence
of a matched tile hit. If a track reaches the recurl sta-
tions, the timing is dominated by the tile detector, which
is more accurate. Detailed studies of the signal e�ciency
and background suppression of the timing detectors are de-
scribed in [80] and summarised in chapter 10. Using this
we have a working point of 90 % e�ciency for coincident
tracks (signal), a timing suppression of approximately 70
for the dominant accidental background with two tracks
correlated and one uncorrelated in time, and a suppression
of more than three orders of magnitude for three uncorrel-
ated tracks.

Kinematic Suppression

The largest suppression factors for accidental background
come from kinematics, i.e. the requirement that the three
momenta sum up to zero (enforced by the total momentum
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Figure 22.5: Reconstructed muon mass mrec for signal decays for all tracks (top left), at least one recurler (top right), at
least two recurlers (bottom left) and three recurlers (bottom right). The fits are the sum of two Gaussian distributions and
the quoted ‡ is the area-weighted mean; the main purpose of the fit is to guide the eye and highlight the non-symmetric
resolution distribution.
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Mass reconstruction resolution
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Figure 22.8: Resolution of the mass reconstruction for
internal conversion events with a visible mass above
90 MeV/c2 for three recurling tracks and a CMS momentum
of the three particle system of less than 8 MeV.

A similar simulation study for accidental background
from combinations of internal conversion decays and Michel
decays indicates that this background contributes an ex-
pectation of 8 · 10≠4 events in the signal region for 1016

muon decays [135].

22.3 Sensitivity

The simulated invariant mass distribution is shown in Fig-
ure 22.13, the CMS momentum distribution is shown in
Figure 22.14, and the correlation of invariant mass and
CMS momentum is shown in Figure 22.15.

A study for defining an optimal signal region would re-
quire larger background samples and has not been done yet.
In the following, results are presented based on simple cut
based signal region definitions. If a wide signal box in the
mass range from 103 MeV/c2 to 110 MeV/c2 in reconstruc-
ted mass and with pcms < 4 MeV/c is chosen, 0.57 ± 0.04
internal conversion events and 1.9 ± 1.4 Michel plus Bha-
bha events are expected in the signal region for 2.5 · 1015

muon stops. For mrec > 104 MeV/c2, no simulated Bhabha
plus Michel events remain and the expectation for internal
conversion is reduced to 0.068 ± 0.013. With the phase I
Mu3e detector we thus have the capability of suppress-
ing both accidental backgrounds and internal conversion
events to a level that allows for a background free measure-
ment for at least 2.5 · 1015 muon stops. This corresponds
to about 300 days of continuous running at 1 · 108 stops
per second. The sensitivity versus running time is shown
in Figure 22.16.
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• Achievements so far: 
- DAQ operational with different 

detector types 
- Cooling for detectors 
- Pixel, SciFi, SciTile → First 

modules installed 

• Aims for rest of the year: 
- Cosmic run 
- Complete experimental chain 
- Detector installation 
- Data taking  

(beginning of next year)

Mu3e Plans for 2024 and further

60

Mu3e –  Plans for 2024 and further

23

Achievements so far:
• DAQ operational with different detector 

types
• Cooling for detectors
• Pixel, SciFi, SciTile → First modules installed

Aims for rest of the year:
• Cosmic run
• Complete experimental chain 

• Detector installation
• Data taking

Full detector 
commissioning

Nov/Dec 2024                                            2025                                                    2026

Cosmic run with 
inner pixel and SciFi

Physics 
data taking
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• Mu3e Phase I: 
- world record for building the lightest 

pixel tracking detect ever 
- 36cm long pixel modules hanging 

“freely” 
Is this the physical limit or can we build even 
longer modules at even more reduced 
weight?

Long Ultra-Light Pixel Tracker modules

61
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Long Ultra-Light Pixel Tracker modules

Mu3e Phase I: 
● world record for building the lightest pixel 

tracking detect ever

● 36cm long pixel modules hanging “freely” 

Is this the physical limit or can we build even 
longer modules at even more reduced weight?

60 mu carbon fiber ladder

standard Mu3e phase I
laddder with “heavy” steel plates

Oxford

phase I
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• Hit occupancy is highest for inner pixel layers 
• Phase I hit rate of 1.5 MHz/cm2 increases to 30 MHz/cm2 for Phase II 

w/o design changes (x20) 
• Elongated muon stopping target reduces hit occupancy but at the 

same time the number of recurling tracks increases 

Consequences: 
1. Phase II MuPix sensors will require a much higher readout bandwidth! 
2. Total hit rate will increase by almost 2 orders of magnitude!

The Bandwidth Challenge 

62



P. Beltrame, UoL - Mu3e Coll.63

 

A. Schöning (Heidelberg)                                                           39                                                                         10. November 2023

Further Improvements for Phase II

● Serial powering of detector modules to reduce cables and to free some space

● Upgrade Filter Farm (+GPUs, + FPGAs) to tackle the drastically increased combinatorial problem
in the online track reconstruction 

 Most important we want to learn from the phase I experience 
(design, production and operation)

Online Filter Farm based on GPUs

Mu3e
Detector
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Ultra Fast Monolithic Silicon Pixel Prototypes

M.Milanesio et al., Gain measurements of the first proof-
of-concept PicoAD prototype with a 55 Fe X-ray 
radioactive source, NIMA 1046 (2023) 167807

Warning! A fast prototype sensor does not make a full detector!
≥ ~5 years R&D needed for fully monolithic sensor (from my experience)

Gain Layer for HV-MAPS

Measured Gain

σ t = 20 − 80 ps

High Power Amplifier with

SiGe Bipolar Transistors

S. Zambito et al., 20 ps time resolution with a fully-efficient 
monolithic silicon pixel detector without internal gain layer,  
2023 JINST 18 P03047

Gain layer

σ t < 20 psn

p
n+

p
p+

p+
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Phase II Detector Design Studies

λ=0.0
λ=0.4
λ=0.8

MeV/c e+ momentum resolution

radii:
● 23 mm
● 30 mm
● 74 mm
● 86 mm

e+

radii:
● 15 mm
● 20 mm
● 25 mm
● 60 mm
● 70 mm

e+

elongation

λ=0.0
λ=0.4
λ=0.8

elongation

B = 1T

B = 2T

MeV/c

MeV/c

e+ momentum resolution

studies are ongoing

Phase I with
4 layers

Phase II with
5 layers
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• Modified detector to also search for  
- Master formula for accidental background: 

    

MEG2 LXe calorimeter: σ ≈ 1 MeV 
- Better photon energy resolutions by measuring converted photons 
- Penalty: significant loss of rate 
- Photon converter design is well motivated if there are plenty of 

muons (→ HIMB project)

μ+ → e+γ (γ → e+e−)

Bacc ∼ Rμσ(teγ)σ(θeγ)2σ(p)σ(Eγ)2

Beyond Phase II
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Beyond Phase II

Proposal by 
C.-h. Cheng, 
B. Echenard and 
D.G. Hitlin 
[arXiv:1309.7679]

0.56mm lead 
(0.1 X

0
)

Disadvantages of the simulated design:
● only half the phase space covered by converter

● converter compromises “normal” track reconstruction

● photons to be reconstructed in a sea of Michel electrons

B
acc

 ~  R
μ
 σ(t

eγ
) σ(θ

eγ
)2 σ(p) σ(E

γ
)2● Master formula for accidental 

background (main BG):

Idea: use a modified detector to also search for

σ ≈ 1 MeV

µ+ → e+ γ   (γ → e+e-)

MEG2 LXe calorimeter:

● It is known that significantly better photon energy resolutions can be achieved by measuring 
converted photons. 

● Penalty: significant loss of rate
● Photon converter design is well motivated if there are plenty of muons (→ HIMB project)

0.56 mm lead 
(0.1 X0)Disadvantages of the simulated design: 

- only half the phase space  
covered by converter 

- converter compromises  
“normal” track reconstruction 

- photons to be reconstructed  
in a sea of Michel electrons
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Beyond Phase II

Mu3e-gamma proposal

→ studied for HIMB Science Case 

B = 2.6 Tesla

γ

low momentum

d = 36 cm

high momentum
P

T
 = 53 MeV/c

arXiv:2111.05788

Features:
● Michel electrons do not reach converter layers (no BG)
● Michel electrons have an excellent momentum resolution

of ~ 100 keV due to high magnetic field (B=2.6T)
● Photons are detected in Active Silicon Sensor Converters

photon γ

e+

e-

d

ionisation
loss

- - -
-- --

- -

---
-

-- - -
- --
-

n p-substrate

e- drift

+ –

C
M

O
S

bias = ~600V

~600 μm ~15 μm 

p++

depleted

-
-

-
-
-

-

● Energy resolution of converted photons is usually given by 
energy loss of e+ and e- pair in converter. 

● An active converter measures this energy loss!

The same setup can also be used to search 
for displaced decays of X → ee or A’ → ee

→ expected energy resolution: σ (Eγ) = 100−200 keV


