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Overview
• What is quantum computing?
• Quantum computing at Fermilab: New organizations
- The Superconducting Quantum Materials and Systems Center
- The Fermilab Quantum Institute
• Applications of quantum computing
- Neutrino scattering
- Why is this problem so hard?
- Current work
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• SQMS partnership
• SQMS scientific and technological goals
• SQMS facilities and expertise
• Organizational structure
• Milestones, deliverables, timeline/roadmap
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equivalent. The physical Hilbert space,2 then, is
HP ¼ CG⊗L=ϕðG⊗NÞ.
HP can be obtained from the larger space H by a

gauge-symmetrization operator, which acts as a projection
operator:
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This discussion of the gauge-invariance of physical
states is equivalent to the imposition of Gauss’s law. An
implementation of the operator P for Uð1Þ is given by [63];
however our method does not require implementing P.
We define a Hamiltonian which acts on the entire space

H of the gauge theory, implicitly defining a “physical”
Hamiltonian on the subspace HP. As will be made clear in
later sections, this choice of Hamiltonian is motivated by a
desire to recover the Euclidean Wilson action.
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The first term, HV , is a sum over spatial plaquettes p and
can be thought of as a potential term. The trace is taken in a
suitable representation of the gauge group G—for matrix
groups, this is typically the fundamental representation.
The second term, HK , is the quantum-mechanical kinetic
term describing the mechanics of a free particle moving on
the surface of G. Therefore, π2ij is the Laplace-Beltrami
operator on the surface G, and πin is the momentum
operator conjugate to Uij. This prescription gives us no

guidance for how to form the kinetic term of a discrete
gauge theory—this is addressed via the transfer matrix
formalism in Sec. IV.
Not only is the Hamiltonian gauge-invariant, but each

term is gauge-invariant. This is crucial, as it allows us to
Trotterize without breaking gauge invariance at any order
in Δt. A time evolution operator suitable for implementa-
tion on a quantum computer is then

UðtÞ ¼
Y

t=Δt
e−iHKΔte−iHVΔt: ð10Þ

Below, we will use the notation UðΔtÞ to indicate a single
Δt step. We now describe how the operators e−iHKΔt and
e−iHVΔt may be obtained. First, each part (kinetic and
potential) of the Hamiltonian consists of mutually commut-
ing, local terms, and each such term may be treated
individually and sequentially without approximation.
That is,
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Here, again because the factors commute, the order of
application of the Uð1Þ

V makes no difference to the final
result. The plaquette evolution Uð1Þ

V is constructed by first
preparing the product of the plaquette in an ancillary
register, and then operating on the ancillary with
UTrð 1

g2aÞ. U
ð1Þ
K is implemented by diagonalizing via UF,

and then applying a diagonal unitary:

Uð1Þ
K ði; jÞ ¼ UFUphaseU

†
F: ð12Þ

Circuits implementing Uð1Þ
K and Uð1Þ

V are shown in Fig. 1.
The implementation of Uphase depends strongly on the
group and the implementation of the G-register, but in all
cases it is a diagonal operator. The total gate requirements
for the propagation are shown in Table I.

FIG. 1. Circuits for the propagation of a pure-gauge lattice field theory. The first circuit implements Uð1Þ
K on four links (in general,

L links are needed). The second circuit shows the application of Uð1Þ
V to a single plaquette Re TrU†

13U
†
34U24U12, and must be applied to

every plaquette in the theory. Note that in these circuits, we use a doubled line to represent a G-register, rather than a single qubit.

2The Gribov ambiguity prevents us from unambiguously
assigning a single representative configuration to each gauge
orbit; however, we do not take that approach. Physical states
in the Hilbert space are not configurations, but formal linear
combinations of configurations, and these can be constructed
unambiguously.
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What is computing?
• First, what is computing? One perspective - it is physical simulation of algorithms 

coupled to interpretation. We manipulate a physical system according to rules. A 
metaphysical tower of concepts then allows us to interpret the results.

3

We can simulate algorithms blindly 
- ultimately interpretation is required.

Certain physical systems can be 
manipulated very quickly - making 
algorithm simulation also very fast.
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What is classical computing?
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What is quantum computing?
• Quantum computing is using quantum systems to 

simulate our algorithms.
• Challenges are rooted in the fact that quantum 

systems are delicate. And algorithms are non-
obvious.

• Multiple, “competing” platforms for quantum 
computation exist. The ultimate goals are scale 
and quantum error correction.
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https://ai.googleblog.com/2019/10/quantum-supremacy-using-programmable.html
https://sqms.fnal.gov/research/

https://www.honeywell.com/en-us/company/quantum
https://www.xanadu.ai/hardware

There are many ways to leverage quantum 
systems to simulate an algorithm. Features of 
quantum measurement mean the calculations 
are probabilistic.
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What is quantum computing?
• At heart, quantum computing is unitary evolution of quantum states.
• It is distinguished by the following features:
- Entanglement
- Unitary evolution
- Superposition of states
- Reversible computation
- Probabilistic computation
- Exponential Hilbert spaces
- Challenges with state coherence
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What is quantum computing?
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What is quantum computing?
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Super hand-wavy “quantum advantages”
• Superposition lets us create a sum state with two operations 

instead of four.
• Entanglement means we can manipulate the entire state vector 

with one operation.
• Exploiting these operations with provable speedup is actually 

pretty hard! (Consider measurement if nothing else…)

Circuit composer: https://quantum-computing.ibm.com/
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What is quantum computing good for?
• Many things (cryptography, communications, etc.), but the 

“commercial killer app” will probably be the first proposal*: the 
simulation of quantum systems - and the money is in chemistry now. 
Quantum computers will ultimately be able to do something classical 
computers will never be able to do - simulate exactly the behavior of 
molecules with complex electron behavior.

• The physics undergirding this is that of a system of interacting 
fermions.

• There are fewer commercial applications in the simulation of, say, 
nuclear matter in neutrino-nucleus scattering, but we can benefit 
from the commercially motivated research in quantum chemistry a 
great deal!

• Why is quantum computing powerful?
- https://www.smbc-comics.com/comic/the-talk-3
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• SQMS partnership
• SQMS scientific and technological goals
• SQMS facilities and expertise
• Organizational structure
• Milestones, deliverables, timeline/roadmap

Outline

https://sqms.fnal.gov
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SQMS - mission
• The mission of the SQMS is to achieve transformational advances in the 

major cross-cutting challenge of understanding and eliminating the 
decoherence mechanisms in superconducting 2D and 3D devices, with 
the goal of enabling construction and deployment of superior quantum 
systems for computing and sensing.
- We will attack the coherence of scalable 2D devices with strengths in materials and low 

loss RF superconductivity, and the scalability of record coherence 3D devices with 
strengths in large high Q RF cry-systems integration.

- In quantum computing we will build alpha prototypes of 2D and 3D quantum information 
processors with revolutionary capabilities.

- In quantum sensing we will purse fundamental physics questions by leveraging SRF 
cavity-based quantum technologies.
• WE ARE FIRST AND FOREMOST ABOUT BUILDING STUFF!

11
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SQMS member institutions
• DOE laboratories + Industry leaders + Academia
• Extraordinary portfolio of knowledge, skills, and facilities deployed to tackle 

the physics of decoherence and to build and deploy a revolutionary quantum 
information platform for sensing and computation.

13
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Mission statement
With the Superconducting QuantumMaterials and Systems Center (SQMS), we bring the power of
DOE laboratories, together with industry, academia and other federal entities, to ³achLeYe
transformational advances in the major cross-cutting challenge of understanding and eliminating
the decoherence mechanisms in superconducting 2D and 3D devices, with the final goal of enabling
constructionand deployment of superior quantum systems for computing and sensing.´

Slide material courtesy of 
Anna Grassellino (FNAL)
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2D and 3D quantum devices
• Our qubits use superconducting technologies - coherence is a critical feature!
• SQMS Jargon
- “2D”: arrays of superconducting transmons (mostly built by Rigetti Computing)
- “3D”: superconducting transmons coupled to a resonator cavity (particularly SRF cavities)

14
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Superconducting Qubits have two main components 

SQMS, by improving the coherence of both key components, and of the system combined, will 
bring transformational advances in the fundamental QIS building blocks, leading to quantum 
computing scalability and quantum sensing potential for discovery

H. Paik et al, Phys. Rev. 
Lett. 107, 240501 (2011)

2D

͞Transmon͟ ƋƵbŝƚƐ
J. Koch et al, Phys. Rev. A 76, 042319 (2007)

1. LC circuit with 
Josephson junction

2. Resonators (cavities)
3D

Fermilab SRF resonatorsRigetti 8-qubit processor

Q ~ 108

Tcoherence~ 0.001 s
Q > 1010

Tcoherence > 1 s
Q ~ 105

Tcoherence~ 0.000001 s

3D transmon

A. Romanenko et al, Phys. 
Rev. Appl. 13, 134052 (2020)

+

M. Reagor et al, Science 
Advances, Vol.4, no. 2, (2018)

Slide material courtesy of 
Anna Grassellino (FNAL)
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3d QPU:  building blocks
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3d QPU:  building blocks

11/20/20209

1. Quantum state manipulation
(unitary gates, fast reset)

2. Readout

AWG or FPGA / DAC
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Optimal control theory:

11/20/202012

find:

Autonomous error correction of cavity based qubit
J. Gertler et al., arXiv:2004.09322 (2020)

success story:

Slide material by Jens Koch, Northwestern
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Controlling 3D quantum devices • One approach*:
- Transmon qubit is coupled to the 

cavity.
- Cavity drives and modes - cavity 

modes store quantum information.
- Cavity drive allows cavity 

displacements.
- Dispersive coupling allows the 

transmon drive to implement Selective 
Number-dependent Arbitrary Phase 
(SNAP) gates.

- SNAPs and displacements form a 
universal set for quantum computing.
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t

D̂ Ŝ
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Ŝ1
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Ŝ2
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ŜT

D̂T+1

target operation hardware operations

a b

c

Figure 1. Setup and goal. a) Circuit QED platform: a
microwave cavity (gray) coupled to a transmon qubit (blue).
b) Modes and drives. The cavity and the transmon each
contribute one mode to the system. The cavity mode is
used to store the quantum information. The cavity drive
allows to perform displacements D̂ on the cavity mode. Via
the dispersive coupling, also the transmon drive indirectly
a↵ects the cavity mode; in this application, this is used
to implement SNAP gates [11, 12] with the action Ŝ(~✓) =
P1

n=0 e
i✓(n)

|nihn| on the cavity. c) Universal control schemes.

An arbitrary target operation Ûideal can be approximately
decomposed into an alternate series of SNAP gates Ŝ and
displacements D̂, as guaranteed by an existence theorem [12].
We present a practical construction scheme for such gate
sequences, including their relevant control parameters. We
try to achieve high fidelity while minimizing the length of the
gate sequence (quantified by T , the number of SNAP gates).

values, we see that it should be possible to realize such
an operation already within O(N) gates. This would be
a quadratic speedup over the technique from [12]. For
details, see appendix A3.

In this work, we present a practical scheme to de-
termine the control parameters for sequences of SNAP
gates and displacements to match a given target opera-
tion. The results indicate that our scheme indeed follows
this linear scaling. Further, we apply our technique to
optimize several experimentally relevant applications.
We find that, for example, correcting errors in a cavity
code can be performed with 4 SNAP gates (compared
to up to 50 with the old technique). Therefore, our work
promises to increase the fidelity for operations in circuit
QED and thereby paves the way for novel experiments.

II. PROBLEM SPECIFICATION

Our goal is to (approximately) decompose a given
target operation into a series of hardware operations.
In our circuit QED setup, these hardware operations
are SNAP gates and displacements. As a practical way
to find gate sequences with high fidelity under realis-
tic experimental conditions, we aim to achieve a good
trade-o↵ between the following three objectives: (i) a
large overlap between actual and desired output states
disregarding noise and gate imperfections, (ii) a small
number of gates, i. e. an e�cient sequence, and (iii) low
photon number at intermediate times. In this section,
we will motivate this approach and make these criteria
precise.
We start by introducing the two native hardware op-

erations: SNAP gates Ŝ(~✓) and displacements D̂(↵). In
this work, we will not address their hardware implemen-
tation (see [11–13] for further reading), but work directly
with their resulting action on the cavity:

Ŝ(~✓) =
1X

n=0

ei✓
(n)

|nihn| D̂(↵) = exp(↵â† + ↵⇤â). (1)

These operators are idealized in the sense that noise and
gate imperfections are not taken into account directly.
However, we indirectly tackle these e↵ects by searching
for gate sequences with small number of gates and low
photon number.
The interesting sequences are those which interleave

the two gate types, as equal pairs could always be con-
tracted to a single gate. This leads to the ansatz

Û = D̂(↵T+1)·Ŝ(~✓T )·D̂(↵T )·. . .·Ŝ(~✓2)·D̂(↵2)·Ŝ(~✓1)·D̂(↵1).
(2)

Here, the integer T counts the number of SNAP gates
and thereby characterizes the length of the sequence.
While Eq. (2) determines the sequence structure, we still
need to find explicit choices for the control parameters,
↵t and ~✓t, of the gates in the sequence.
The action of the target operation does not need to

be defined on the entire Hilbert space H, but can be
restricted to a logical subspace of dimension L. In the
simplest case, we might only care about a single state
| ini which should be transformed into another state
| outi. In this case, we have L = 1. As we can also see
from this example, the input and output space do not
have to coincide; here, it changes from span(| ini) to
span(| outi).
In general, we have a (pre-determined) target opera-

tion defining an isometric mapping from an input space
X ✓ H to an output space Y ✓ H. We fix an orthonor-
mal basis {|x1i, . . . , |xLi} ⇢ X of the input space, and

T. Fosel et al, https://arxiv.org/abs/2004.14256

S. Krastonov et al, Physical 
Review A, 92(4):040303, 2015. 

*See also, e.g. C-H Wang et al,
https://arxiv.org/abs/2009.07855

https://arxiv.org/abs/2009.07855
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SQMS focus areas - thrusts
• Focus areas are organized around two primary thrusts:
- Quantum Technology: materials and device research aimed at a revolutionary leap in 

quantum coherence; integration into 2D and 3D architectures, and
- Quantum Science: new physics searches and new algorithms and simulations enabled by 

our new quantum information processors.
• Highly focused - fundamental materials and device research enables an advanced quantum 

information platform that we will use for physics experiments and computing.
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UHVHDUFKHUV� WR� H[SORUH�QHZ� IURQWLHUV� IRU� ODUJH�VFDOH�TXDQWXP�HQWDQJOHPHQW��8S� IURP� WKHUH�� WKH�
&HQWHU�ZLOO� H[SORUH�Applications LQ TXDQWXP� DOJRULWKPV�� VLPXODWLRQV� DQG� VHQVLQJ� H[SHULPHQWV�
WDLORUHG� WR� WKH� VWUHQJWKV� RI� WKH�&HQWHU� V\VWHPV� DQG�'2(� VFLHQFH�PLVVLRQV�� LQ� RUGHU� WR� UHDOL]H�
SRWHQWLDO�UHYROXWLRQDU\�DGYDQFHV�IRU�4,6��)LQDOO\��DW�WKH�WRS�RI�WKH�LQQRYDWLRQ�FKDLQ��Applications�
RI�WKH�&HQWHU¶V�ZRUN�ZLOO�EH�GHPRQVWUDWHG�DV�VWHZDUGV�RI�WKH�1DWLRQDO�4,6�(FRV\VWHP��ERWK�DW�WKH�
KDUGZDUH�OHYHO�WKURXJK�FORVH�FROODERUDWLRQ�ZLWK�WKH�&HQWHU¶V�FRPPHUFLDO�SDUWQHUV�RQ�FRPSXWLQJ�
LQIUDVWUXFWXUH�DQG�TXDQWXP�GHYLFH�IRXQGULHV�LQ�WKH�8�6���EXW�DOVR�WKURXJK�FORVH�FROODERUDWLRQ�ZLWK�
LQGXVWU\� RQ� TXDQWXP� DOJRULWKPV�� LQFOXGLQJ� IRU� ILQDQFLDO� DSSOLFDWLRQV�� 7KXV�� IURP� D� FR�GHVLJQ�
SHUVSHFWLYH�� RXU�&HQWHU� LV� SRVLWLRQHG� WR� UDSLGO\� WUDQVLWLRQ� LQ� QHZ� LQVLJKWV� IURP�EDVLF� TXDQWXP�
PDWHULDOV�VFLHQFH�DOO�WKH�ZD\�WKURXJK�WKHLU�1DWLRQDO�OHYHO�LPSDFW�LQ�WKH�SXEOLF�DQG�SULYDWH�VHFWRUV���
$SSO\LQJ�WKH�&HQWHU¶V�FR�GHVLJQ�SULQFLSOHV�IURP�WKH�WRS�GRZQ�HQDEOHV�D�UHFXUVLYH�SULRULWL]DWLRQ�RI�
UHVHDUFK� DQG� HQJLQHHULQJ�� $W� WKH� WRS�� WKH� &HQWHU¶V� VWHZDUGVKLS� RI� 8�6�� OHDGHUVKLS� LQ� 4,6�
Applications QHFHVVLWDWHV�FRQVWDQW�HYDOXDWLRQ�RI�WKH�OHDGLQJ�HGJH�FKDOOHQJHV�DQG�RSSRUWXQLWLHV�LQ�
WKH� SXEOLF� DQG� SULYDWH� VHFWRUV�� 1RWDEO\�� EDVLF� VFLHQFH�Applications DUH� RIWHQ� SURPLQHQW� HDUO\�
LQQRYDWRUV�DV�XVHUV�RI�QHZ�WHFKQRORJLHV��ZKLFK�LV�HVSHFLDOO\�WUXH�IRU�KLJK�HQHUJ\�SK\VLFV�ZLWKLQ�
FRPSXWLQJ�DQG�VHQVLQJ��,Q�DGGLWLRQ��ZLWK�GLUHFW�LQGXVWU\�SDUWLFLSDWLRQ�DV�Application UHVHDUFKHUV�
LQ�WKH�&HQWHU��DSSOLFDWLRQ�VSHFLILF�UHTXLUHPHQWV��EHQFKPDUNV��DQG�WRROV�ZLOO�EH�NH\�GULYHUV�WR�WKH�
RYHUDOO�ZRUN�WRZDUG�WKH�&HQWHU¶V�Systems and Prototypes���
%HFDXVH�WKH�&HQWHU�ZLOO�DGYDQFH�ERWK�4XDQWXP�6FLHQFH�DQG�7HFKQRORJ\��JRLQJ�IURP�GLVFRYHU\�WR�
SURWRW\SLFDO� WHFKQRORJ\� WR� DSSOLHG� UHVHDUFK��ZH� KDYH� DOLJQHG� WKH�&HQWHU¶V�Technical Areas of 
Interest�DURXQG�WZR�WKUXVWV�±�VFLHQFH�DQG�WHFKQRORJ\�±�ZLWK�IRXU�IRFXV�DUHDV���
�� (QDEOLQJ� WKUXVW� ��4XDQWXP�7HFKQRORJ\�� LQ� WKLV� WKUXVW�ZH�ZLOO� GHYHORS� WKH�PDWHULDOV� DQG

GHYLFHV�RI�VXSHULRU�SHUIRUPDQFH�LQ�WHUPV�RI�TXDQWXP�FRKHUHQFH�E\�DWWDFNLQJ�WKH�SUREOHP�DW
WKH�PDWHULDOV�OHYHO��DQG�WKHQ�LQWHJUDWH�WKHP�LQWR��'�DQG��'�TXDQWXP�DUFKLWHFWXUHV�IRU�DQ�DOSKD
SURWRW\SH�RI�D�TXDQWXP�FRPSXWHU��>6	7��Fundamental Science�WKURXJK�Prototypes@

�� $SSOLFDWLRQV�WKUXVW���4XDQWXP�6FLHQFH��LQ�WKLV�WKUXVW�ZH�ZLOO�GHYHORS�DQG�GHSOR\�QHZ�SK\VLFV
VHDUFK�VFKHPHV��H�J���VHDUFKLQJ�IRU�GDUN�PDWWHU��EDVHG�RQ�WKH�XOWUD�KLJK�FRKHUHQFH�GHYLFHV�DQG
H[SORUH�QHZ�DOJRULWKPV�VLPXODWLRQV�HQDEOHG�E\�WKH�TXDQWXP�FRPSXWHU�SURWRW\SHV�GHYHORSHG
DW�YDULRXV�VWDJHV�LQ�WKH�HQDEOLQJ�WKUXVW��>6	7��Fundamental Science�DQG�Applications@�

)LJXUH���LOOXVWUDWHV�WKH�WKUXVWV��IRFXV�DUHDV��DQG�
RXU� YLVLRQ� IRU� WKH� FR�GHVLJQ� F\FOH�� ZKLFK� LV�
KRZ�WKH�WHFKQRORJ\�DGYDQFHPHQWV�HQDEOH�QHZ�
DSSOLFDWLRQV��DQG�DOVR�KRZ�WKH�DSSOLFDWLRQV��LQ�
WXUQ�� GULYH� QHZ� DQG� PRUH� GHPDQGLQJ�
WHFKQRORJ\�UHTXLUHPHQWV���
$� IDPLOLDU� DQG� VXFFHVVIXO� 6	7� ,QQRYDWLRQ�
H[DPSOH� WKDW�SURYLGHV� DQ� LQVSLUDWLRQDO�PRGHO�
RI� PXOWLGLVFLSOLQDU\� DSSURDFK� DQG� FR�GHVLJQ�
IRU� WKLV� &HQWHU� LV� WKH� GLVFRYHU\� RI� QLWURJHQ�
GRSLQJ� RI� QLRELXP� FDYLWLHV� >�@� DQG� LWV�
WUDQVLWLRQ� LQWR� WKH� /&/6�,,� DFFHOHUDWRU�
HQDEOLQJ� XQSUHFHGHQWHG� FDSDELOLWLHV� WR� WKH�

&ŝŐ͘� ϰ͗� YƵĂŶƚƵŵ� dĞĐŚŶŽůŽŐǇ� ĂŶĚ� ^ĐŝĞŶĐĞ� ƚŚƌƵƐƚƐ�
ƌĞƐƉĞĐƚŝǀĞůǇ�ĂƐ�ĞŶĂďůŝŶŐ�ĂŶĚ�ĂƉƉůŝĐĂƚŝŽŶƐ�ƚŚƌƵƐƚƐ͘�

�

Each thrust, in turn, 
has two focus areas.

All the focus areas 
interact coherently.

Slide material courtesy of 
Anna Grassellino (FNAL)
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SQMS focus areas - focus area 1
Materials for 2D and 3D quantum devices

• Fermilab SRF resonators in the 
quantum regime for 3D architectures
- Highest coherence quantum resonators 

ever demonstrated.
- Achieved by combining device fabrication 

and testing with materials analysis: develop 
a more advanced understanding of device 
physics and performance.
- Provides a large head start for further 

SQMS technology development.
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Fermilab SRF resonators in quantum regime for 3D:
highest coherence quantum resonators ever demonstrated

A. Romanenko et al, Phys. Rev. Applied 13, 034032 (2020) 

200x • Results achieved with the powerful 
methodology of combining device fab and test 
with materials analysis, to advance technology 
by developing the fundamental understanding 
of device performance

• Enormous advantage starting point for SQMS
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highest coherence quantum resonators ever demonstrated

A. Romanenko et al, Phys. Rev. Applied 13, 034032 (2020) 

200x • Results achieved with the powerful 
methodology of combining device fab and test 
with materials analysis, to advance technology 
by developing the fundamental understanding 
of device performance

• Enormous advantage starting point for SQMS

A. Romanenko et al, Phys. Rev. Applied 13, 034032 (2020)
Slide material courtesy of Anna Grassellino (FNAL)
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SQMS focus areas - focus area 1
Materials for 2D and 3D quantum devices

• To advance 2D architectures, we plan 
to leverage Rigetti’s position at the 
forefront of qubit coherence and study 
hundreds of devices with material and 
surface science techniques to 
understand the origins of decoherence 
and the reasons underpinning device 
variability.
• This is enabled by the unique DOE 

BES and other material science 
facilities addition to planned 
investments and upgrades.
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Rigeƚƚi Ɛ͛ 2D qubits at the forefront of coherence

Material Science studies to understand and 
mitigate qubit decoherence

Both individual qubits and full processor chips 
foundry  

• Foƌ ϯD aƌchiƚecƚƵƌe ǁe ǁill be able ƚo c͚heƌƌǇ pick͛ beƐƚ ƋƵbiƚƐ foƌ inƚegƌaƚion
• To fully advance also 2D, hundreds of state-of-the-art qubits with measured 

coherences will be used for studies via material and surface science techniques 
to understand origins of decoherence and spread

• Enabled by the unique BES and other material science facilities, plus some 
investments in upgrading equipment to beyond state-of-the-art capabilities 
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• Foƌ ϯD aƌchiƚecƚƵƌe ǁe ǁill be able ƚo c͚heƌƌǇ pick͛ beƐƚ ƋƵbiƚƐ foƌ inƚegƌaƚion
• To fully advance also 2D, hundreds of state-of-the-art qubits with measured 

coherences will be used for studies via material and surface science techniques 
to understand origins of decoherence and spread

• Enabled by the unique BES and other material science facilities, plus some 
investments in upgrading equipment to beyond state-of-the-art capabilities 

Fab-1 Integrated Circuit Foundry, Fremont, CA

Slide material courtesy of Anna Grassellino (FNAL)
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SQMS focus areas - focus area 1
Materials for 2D and 3D quantum devices

• We will leverage the world’s largest 
underground laboratory at the Istituto 
Nazionale di Fisica Nucleare (INFN) 
Laboratori Nazionali del Gran Sasso 
(LNGS), with an overburden of 1.4 km of 
rock to assess the performance of SRF 
cavities and transmons with the cosmic 
ray flux suppressed by 6 orders of 
magnitude in terms of the impact of non-
thermal quasiparticles (“quasiparticle 
poisoning).

20

Fab-1 Integrated Circuit Foundry, Fremont, CA

Slide material courtesy of Anna Grassellino (FNAL)
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SQMS focus areas - focus area 2
Device integration, prototypes, and QPUs

• Our goal is to build prototype quantum processing units 
(QPUs) for 2D and 3D superconducting architectures with 
dramatically increased coherence and size, enabled and 
propelled by the results of Focus Area 1.
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PHDVXULQJ�D�FDYLW\�ZLWK�DQG�ZLWKRXW�DQ�LQVHUW�FRQVLVWLQJ�RI�WKH�PDWHULDO�RI�LQWHUHVW��)RU�H[DPSOH��
4!����������RI�WKH�KRVW�FDYLW\�ZRXOG�HQDEOH�ORVV�WDQJHQW�PHDVXUHPHQWV�RI�GLHOHFWULFV�DW�WKH�OHYHO
RI�EHWWHU�WKDQ��������:H�ZLOO�HPSOR\�VHYHUDO�65)�FDYLWLHV�DV�PDWHULDO�WHVWEHGV�DQG�GHSOR\�WKHP�DW
)HUPLODE��1RUWKZHVWHUQ�� DQG�1,67�8&RORUDGR�� ���([LVWLQJ�7(6/$� VKDSH� HOOLSWLFDO� FDYLWLHV� RI
YDULRXV�IUHTXHQFLHV�LQWR�ZKLFK�WKH�URGV�RU�VWULSV�RI�WKH�EXON�PDWHULDO�RI�LQWHUHVW�FRXOG�EH�LQVHUWHG�
�� ³6DPSOH�KRVW´�W\SH�FDYLWLHV�ZLWK�GHWDFKDEOH�HQGSODWHV��XSRQ�ZKLFK�WKH�ILOP�RI�WKH�UHSUHVHQWDWLYH
PDWHULDO�FRXOG�EH�GHSRVLWHG��7KHVH�ZLOO�EH�GHVLJQHG��PDQXIDFWXUHG��DQG�GHSOR\HG�E\�6406�
7KH�FRPPRQ�FKRLFH�RI�VLOLFRQ�DV�WKH�VXEVWUDWH�IRU� WUDQVPRQV�LV� ODUJHO\�GULYHQ�E\�WKH�DYDLODEOH�
IDEULFDWLRQ�WHFKQLTXHV��6DSSKLUH�EDVHG�WUDQVPRQV�DUH�EHLQJ�XVHG�E\�PDQ\�UHVHDUFK�JURXSV�DV�ZHOO��
DQG�VDSSKLUH�RU�VLOLFRQ�SDUWV�FRXOG�EH�XVHG�IRU�LQWHJUDWLQJ�65)�FDYLW\�DQG�WUDQVPRQV�LQ�6406�
GHYLFHV��%HFDXVH�D�VXEVWDQWLDO�IUDFWLRQ�RI�WKH�HOHFWURPDJQHWLF�ILHOGV�DW�WKH�WUDQVPRQV�UHVLGHV�LQ�WKH�
VXEVWUDWH��LW�LV�RI�XWPRVW�LPSRUWDQFH�WR�XQGHUVWDQG�DQG�PLQLPL]H�VLOLFRQ�DQG�VDSSKLUH�GLHOHFWULF�
DQG�FRQGXFWLYH� ORVVHV� LQ� WKH�TXDQWXP�UHJLPH��)RU� WKLV�SXUSRVH�� WKH�65)�FDYLW\�EDVHG�PDWHULDO�
FKDUDFWHUL]DWLRQ�WHVWEHGV�GHVFULEHG�DERYH�ZLOO�EH�HPSOR\HG��7KH�RXWFRPH�RI�WKLV�HIIRUW�ZLOO�EH�WKH�
XQGHUVWDQGLQJ�RI�WKH�OLPLWV�RQ�WKH�FRKHUHQFH�RI��'�GHYLFHV�DQG��'�LQWHJUDWHG�PRGXOHV�SRVHG�E\�
WKH� GLIIHUHQW�PDWHULDOV��:H�ZLOO� DOVR� H[SORUH� WKH� XWLOLW\� RI� RWKHU� WHFKQLTXHV� �H�J��� WHPSHUDWXUH�
GHSHQGHQW� FKDUJH� WUDQVSRUW� DQG� WKHUPDO� FRQGXFWLYLW\� PHDVXUHPHQWV�� DV� D� SUHGLFWRU� IRU� WKH�
PLFURZDYH�GLVVLSDWLRQ�RI�VLOLFRQ�DQG�VDSSKLUH�LQ�WKH�TXDQWXP�UHJLPH��7KLV�ZLOO�XOWLPDWHO\�DOORZ�
XV�WR�IRUPXODWH�WKH�UHTXLUHG�VXEVWUDWH�DQG�LQWHJUDWLRQ�PDWHULDO�VSHFLILFDWLRQV�IRU�KLJK�FRKHUHQFH�
�'�DQG��'�6406�GHYLFHV��ZKLFK�LV�WKH�<HDU���JRDO��
)RFXV�$UHD����4XDQWXP�'HYLFHV��3URWRW\SHV��438V��DQG�,QWHJUDWLRQ�
6XSHUFRQGXFWLQJ�TXELWV�DUH�OHDGLQJ�FDQGLGDWHV�IRU�VFDODEOH�TXDQWXP�LQIRUPDWLRQ�SURFHVVLQJ�>'���
'�@��+RZHYHU��WR�UHDFK�TXDQWXP�DGYDQWDJH��ODUJHU�DQG�ORZHU�QRLVH�V\VWHPV�PXVW�EH�EXLOW��8QGHU�
WKLV� )RFXV� $UHD�� RXU� JRDO� LV� WR� UHDOL]H� SURWRW\SH� TXDQWXP� SURFHVVRUV� IRU� �'� DQG� �'�
VXSHUFRQGXFWLQJ�DUFKLWHFWXUHV�ZLWK�GUDPDWLFDOO\�H[WHQGHG�FRKHUHQFH�DQG�VL]H��DFFHOHUDWHG�E\�WKH�
UHVXOWV� IURP�)RFXV�$UHD����6XFK�GHYLFHV�FRXOG�DOVR� LQIOXHQFH� IXWXUH�TXDQWXP�FRPPXQLFDWLRQV�
QHWZRUNV�DV�KLJK�FRKHUHQFH�TXDQWXP�PHPRULHV�IRU�UHSHDWHUV��:LWKLQ���\HDUV��ZH�ZLOO�GHPRQVWUDWH�
D��'�DUFKLWHFWXUH�EDVHG�RQ�DQ�65)�FDYLW\�EDVHG�TXDQWXP�SURFHVVRU��6406��'��ZLWK�WKH�WDUJHW�
RI�!�����TXELWV��FRKHUHQFH�WLPHV�RI�VHFRQGV��DQG�DOO�WR�DOO�TXELW�FRQQHFWLYLW\��VHH�7DEOH������
7DEOH����'HWDLOHG�SURWRW\SHV�HVWLPDWHV�DQG�LQWHUPHGLDWH�PLOHVWRQHV�

WƌŽĐĞƐƐŽƌ�DĞƚƌŝĐƐ� >ĞĂĚŝŶŐ�
^ǇƐƚĞŵƐ�

�ĞŶƚĞƌ�WƌŽƚŽƚǇƉĞƐ�;ϯ�ǇƌͿ� �ĞŶƚĞƌ��ĞǀŝĐĞ�'ŽĂůƐ�;ϱ�ǇƌͿ�
Ϯ�Ͳ�ůƉŚĂ�
;ĞƐƚŝŵĂƚĞͿ�

^Z&Ͳ�ůƉŚĂ�
;ĞƐƚŝŵĂƚĞͿ�

^YD^ͲϮ��
;ĞƐƚŝŵĂƚĞͿ�

^YD^Ͳϯ��
;ĞƐƚŝŵĂƚĞͿ�

EƵŵďĞƌ�ŽĨ�ƋƵďŝƚƐ� ϱϯ� ϭϮϴ� хϭϬϬ Ϯϱϲ� хϮϬϬ
�ŽŶŶĞĐƚŝǀŝƚǇ�ŐƌĂƉŚ�
;ƋƵďŝƚ͗ŶĞŝŐŚďŽƌƐͿ� ϭ͗ϰ� ϭ͗ϯ� ϭ͗ϭϬ� ϭ͗ϯ� ϭ͗ϮϬϬ�

YƵďŝƚ�dϭ�ůŝĨĞƚŝŵĞ͕�ƵƐ�;ŵĞĚŝĂŶͿ� ϳϬ� ϮϬϬ� ϰϬϬ͕ϬϬϬ� ϰϬϬ� ϭ͕ϬϬϬ͕ϬϬϬ�
'ĂƚĞ�ƚŝŵĞ͕�ŶƐ�;ŵĞĚŝĂŶͿ� ϮϬ� ϱϬ� ϮϬϬϬ� ϰϬ� ϭϬϬ�
�ŽŚĞƌĞŶĐĞͬŐĂƚĞ�ƚŝŵĞ�ƌĂƚŝŽ� ϭ͕ϬϬϬ� ϰ͕ϬϬϬ� ϮϬ͕ϬϬϬ� ϭϬ͕ϬϬϬ� ϭϬϬ͕ϬϬϬ͕ϬϬϬ�
^ŝŶŐůĞ�ƋƵďŝƚ�ŐĂƚĞ�ĨŝĚĞůŝƚǇ�;йͿ� ϵϵ͘ϴϱ� ϵϵ͘ϲ� ϵϵ͘ϱ� ϵϵ͘ϵϱ� ϵϵ͘ϵϱ�
dǁŽ�ƋƵďŝƚ�ŐĂƚĞ�ĨŝĚĞůŝƚǇ�;йͿ� ϵϵ͘ϲϱ� ϵϵ͘Ϯ� ϵϵ͘ϱ� ϵϵ͘ϵй� ϵϵ͘ϵϱ�
�ĐŚŝĞǀĂďůĞ�ĐŝƌĐƵŝƚ�ĚĞƉƚŚ�
;ϭͬĞƌƌŽƌͿ� �ϯϬϬ� ϭϬϬ� ϮϬϬ� ϭ͕ϬϬϬ� �Ϯ͕ϬϬϬ�
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QIS Ecosystem and economic returns
• Unique collaboration industry-labs-academia, with industry 

deeƉůǇ eŵbedded iŶ ƚhe ƌeƐeaƌch ͚ haŶd iŶ haŶd͛
• Technology development and immediate transfer of prototypes 

(Rigetti, Janis) will boost US industry competitiveness in QIS 

• Industry use cases for algorithms (Goldman Sachs, Lockheed 
Martin) with large potential economic returns for the US

• Unique facilities for QIS fabrication, computing, sensing will be 
available to boost the national QIS ecosystem, including 
workforce development for training the next generation of 
diverse quantum workforce

• These facilities ʹ foundries or testbeds -can serve the national 
quantum ecosystem to enable, for example:

– Qubits measurements in the most sensitive environments 

– New particle searches/sensing experiments 

– Computing/simulations on the new quantum computer 
prototypes which will be accessible via HEPCloud

Slide material courtesy of Anna Grassellino (FNAL)

• Within 5 years, we will build a 3D architecture using 
SRF cavity-based quantum information processors 
with a target of >200 qubits, all-to-all connectivity, and 
a coherence time measured in seconds.
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SQMS focus areas - focus area 3
Quantum physics and sensing
• Many interesting opportunities to deploy 

SQMS technology for fundamental 
physics experiments.

22

Slide material courtesy of Roni Harnik (FNAL)

- Dark photons
• Another photon with a different mass - dark 

matter candidate
• Common in top-down frameworks
• Expected to mix with the regular photon

- Axions and axion-like particles
• Invoked to solve the strong CP problem
• Another dark matter candidate - note the 

synergy between general new particle searches 
and dark matter searches (lab produced vs 
natural)

- And more! e.g., (g-2)e (penning trap within a 
cavity), B-L gauge bosons (atom 
interferometry)



Quantum Science at Fermilab & Quantum Computers for Neutrino Event Generators   //   Gabriel N. Perdue   //   January, 2021

SQMS focus areas - focus area 3
Quantum physics and sensing

23

Why use SRF cavities 
for quantum sensing?

Figure by Alex Romanenko, Fermilab

• High Q cavities allow: 
• Storing a high number of coherent photons.
• Integrating a coherent signal for long times.

Dark SRF: A Dark Photon Search

8

Wall

Excited 
Cavity

Electromagnetic waves

Quiet 
Cavity +
quantum 
sensor

New 
Force

SRF Cavities
Light Shining through Wall (LSW):

• Dark SRF:                                     
Spurred from DOE QunatISED 
R&D.

• Already setting world leading 
limits on dark photon.

Talk by Romanenko

Figure by Roni Harnik, FNAL
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SQMS focus areas - focus area 3
Quantum physics and sensing

24

Slide by Alex Romanenko, FNAL
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SQMS focus areas - focus area 4
Quantum algorithms, simulation, and benchmarking

• Working across HEP, Condensed Matter Physics, and benchmarking

25

• Strong synergy in HEP, CMP physics 
applications (field theory!)

• “2D” platform (array of transmons) and 
“3D” platform (transmons coupled to 
cavities) - 2D is ahead for applications.

• 3D work involves more fundamental 
efforts in gate design and optimization 
(should we even make gates?), 
compiler, software stack, etc.

• Open quantum system simulators are 
a key part of early efforts.
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SQMS ecosystem
• The SQMS is built to support national goals in economic competitiveness, 

security, and sustained leadership in QIS.
• Tech transfer, workforce development, partnerships with small business, etc. are 

all built into the fabric of the Center.
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Ecosystem Overview

11/18/203 Mandy Birch, Rigetti

Figure by Mandy Birch,
Rigetti Computing
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FQI
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https://quantum.fnal.gov
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FQI
• The Fermilab Quantum Institute is a new(ish) part of the overall lab 

organization.
• Organized into two thrust areas - Science and Technology (lots of science 

and technology in both areas)
- Theory (especially HEP simulation)
- Superconducting RF
- Sensing (skipper CCDs, dark photons and axions)
- Atom interferometry
- Control electronics
- Cryogenics
- Quantum networks
- Quantum algorithms (HEP applications)
- Infrastructure (e.g. HEPCloud)

28

Large number of activities, primarily 
funded by HEP QuantISED program - 
migrating towards a “base program.”

Activities are synergistic with the SQMS, 
but distinct.

Also w/ industry partners, e.g. Google:
https://arxiv.org/abs/2101.09581



Quantum Science at Fermilab & Quantum Computers for Neutrino Event Generators   //   Gabriel N. Perdue   //   January, 2021

Example application: Neutrino-nucleus scattering
• Cross section systematics are expected to (eventually) be the dominant error 

at long baseline neutrino oscillation experiment (e.g. DUNE).
• Very challenging theory problem!
- “On classical computers, inclusive scattering in ab-initio calculations are obtained via 

imaginary-time (Euclidean) correlation functions or in factorization schemes… Exact 
treatments, even for the ground state, scale exponentially in the nucleon number 
due to the Fermion sign problem. Constrained path algorithms are useful for low-lying 
states, but scattering has proven to be intractable on classical computers.”

• Can we simulate the process using a quantum computer?

29

For more, detail, see:
https://link.aps.org/doi/10.1103/PhysRevD.101.074038
A. Roggero, A. C. Y. Li, J. Carlson, R. Gupta, GP
B. PRD 101, 074038 - 2020

• Accelerator Neutrino Experiments, e.g. DUNE

• Simulate scattering cross sections to predict detector efficiency and backgrounds

Neutrino-nucleus Scattering

19/12/2019 Andy C. Y. Li3

Funded by DOE QuantISED

https://link.aps.org/doi/10.1103/PhysRevD.101.074038
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Why is computing a neutrino cross section so hard?
• There is a hierarchy of 

challenges.
• Scattering on bare fermions 

is under control, as is 
scattering on free nucleons 
once we measure the 
nucleon form factors.

• Dealing with nuclear targets 
is more challenging:
- We need further theory work to 

describe the nucleus,
- The theories we have are too 

expensive to make computations 
with, forcing approximate 
methods.

30

Free Nucleon: 
Parameterize  

w/ Form Factors.

Nucleus:  
What is the initial state?  

What escapes the nucleus?

Lepton: “Trivial.”

Fermion: Known.

ν lepton

d u

W±

f f

ν ν

Z0
Charged Current Neutral Current

ν lepton

?
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Why is computing a neutrino cross section so hard?
• What do we mean when we say the nuclear theory is computationally 

expensive?
- The quantum many-body problem requires a basis set with an exponentially scaling 

dimension. Parenthetically, this is also why it is challenging to simulate a quantum 
computer with a classical computer - we need a Hilbert space of size 2N, where N is 
the number of qubits.

- We would like to use probabilistic methods (Monte Carlo integration) to simulate our 
quantum system, but we face an important difficulty:

- On the RHS of the second equation, interference problems abound: integrands are 
not always positive and as t grows the integrand fluctuates more and more rapidly. 
This approach cannot work on classical processors.
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Why is computing a neutrino cross section so hard?
• We may make a clever substitution, “Wick’s rotation” and find:

• This enables fairly accurate MC simulations of time-reversal-invariant 
systems of interacting bosons - but, we still cannot handle systems of 
interacting fermions (or bosons with complex hermitian Hamiltonians).
- Need to find a basis in which all the matrix elements of exp(-𝝙𝞃H) are positive.
- In fermion systems the MC process causes state exchanges that produce samples that 

are positive as often as negative (due to anti-symmetrization requirements). Therefore, 
the statistical error of measured observables grows exponentially fast with system size.

- Finally, analytically continuing results back to real time (for truly dynamical information) is 
an ill-posed problem.
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Dynamical linear response on a quantum computer
• Simplest quantum dynamics problem - response 

of a quantum system to perturbations.
• Goal - use quantum phase estimation to 

calculate the response function:

• QPE is an algorithm to estimate the phase o the 
eigenvector of a unitary operator:
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Slide material courtesy of Andy Li (FNAL)
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• QPE: quantum algorithm to estimate the 
phase (F() of the eigenvector of a unitary 
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– measure ancilla qubits to obtain F(

Quantum simulation of dynamical linear response
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where F2W (x) is the well-known Fejer kernel from Fourier
analysis (see eg. [45]). The probability distribution P (y)
is a good approximation of SO(!) since this kernel can
be seen as a representation of the delta function with
width �x ⇡ 2�W . Therefore if we require a frequency
resolution �! we will need W = log2 (�H/�!) auxiliary
qubits and a polynomial number of applications of the
time evolution operator to obtain a sample from P (y).

As mentioned above, for most Hamiltonians of interest
the energy gap�H scales only polynomially with the size
of the system.

We now need to estimate P (y) from N samples drawn
from it. Since y is a discrete variable an e�cient way of
reconstructing the probability distribution is by produc-
ing an histogram hN (y) from the samples. Using Hoe↵d-
ing’s inequality [46] we find that

Pr (|hN (y)� P (y)| � �)  2e�2N�2 , (15)

which implies in order to obtain a precision � with prob-
ability 1� ✏ we need approximately

N = ln

✓
2

✏

◆
1

2�2
(16)

independent samples.
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FIG. 1. Approximations of the true response function SO(!)
for the model system described by the hamiltonian of Eq. (5)
for di↵erent numbers of the work qubits: W = 6 (blue line),
W = 8 (red line) and W = 12 (green line). The exact re-
sponse is also shown with black dots. The inset shows the
maximum error in the sample estimate of P (y) as a function
of the number of samples.

In Fig. 1 we plot the approximate response P (y) for
the model Hamiltonian Eq. (5) at three di↵erent values
of W (6,8,12). By comparing with the exact result shown
as black dots, we see that for W = 12 the e↵ect of energy
resolution is negligible but already with W = 8 we ob-
tain a rather accurate estimate for SO(!). Even W = 6
reproduces important features of the response, which in
experiments is convoluted with the detector resolution.
The inset shows the convergence of the maximum error

�max = sup
y2[0,...,2W�1]

|hN (y)� P (y)| (17)

as a function of the sample size N . Response functions
relevant for ⌫ and e� scattering are typically smooth at
high energy and hence require small W and short prop-
agation times.
Finally, in order to obtain a negligible bias from the

state preparation we need the parameter � to scale as

� / C

p
�

kÔk
(18)

for some constant C = O(1). Note that the Hamilto-
nian evolution implemented in Ût has to have an error
✏t  �2

kÔk
2 to be negligible (luckily algorithms with

only logarithmic dependence on ✏t are known [34, 41]).
This concludes the proof of the scalings (3) and (4).

II. FINAL STATE MEASUREMENTS

In electron- or neutrino-nuclear scattering experi-
ments [9, 47–60] one would like to infer the probability
P (q,!|~p) that the probe transferred energy-momentum
(q,!) to the nucleus and simultaneously that the final
state includes a nucleon (or neutron or proton) of mo-
mentum (~p). More concretely this amounts to an infer-
ence procedure of the form

P (q,!|~p) = P (~p|q,!)
P (q,!)

P (~p)

= P (~p|q,!)
P (!|q)P (q)

P (~p)

(19)

where P (~p) results from the experimental measure,
P (~p|q,!) is the momentum distribution of the final states
for a process with given (q,!) and P (q|!) ⌘ S(q,!). The
prior probability P (q) depends on the static response of
the nucleus and the characteristic of the probe beam and
can be updated given the other ones by a Bayesian pro-
cedure. The above section explains how to obtain S(q,!)
with a given accuracy and in the following we will show
how to evaluate few-body momentum distributions given
by the final state of the algorithm above. Note that af-
ter measuring the W ancilla qubits of Sec.I B the main
register will be left in a state | f i composed by a lin-
ear superposition of final states corresponding to energy
transfer ! ±�!. Imagine we want now to compute ex-
clusive 1 and 2-body momentum distributions

n1(A) = h f |n̂A| f i n2(A,B) = h f |n̂An̂B | f i (20)

where n̂k ⌘ n̂(~pk,�k, ⌧k) is the number operator for a
state with momentum ~pk, spin �k and isospin ⌧k. We
can define a unitary operator UnA = exp(�i⇡n̂A) (which
is e�ciently implementable) and run the following circuit
with an ancilla qubit

|0i H • H

| f i UnA

(21)

2

by the excitation operator Ô can be fully characterized
using the Dynamical Response Function, which can be
expressed as

SO(!) =
X

⌫

|h ⌫ |Ô| 0i|
2�(E⌫ � E0 � !) (1)

where | 0i is the ground-state of the system with energy
E0, | ⌫i are the final states of the reaction with ener-
gies E⌫ and ! is the energy transfer. It is convenient
to rescale the response function so that it’s zero moment
(the integral over frequencies) is 1; this can be achieved
by defining

Sr
O(!) =

X

⌫

|h ⌫ |Ô| 0i|
2

hÔ2i0

�(E⌫ � E0 � !) . (2)

The final normalization can be restored by either us-
ing the knowledge of one of the sum rules or by di-
rect evaluation of the ground state expectation value
hÔ2

i0 ⌘ h 0|Ô2
| 0i. Understanding this, in the follow-

ing we will drop the superscript r.
Our goal is to estimate the dynamical response func-

tion SO(!) with energy resolution �! and a precision
�S with probability 1 � ✏. We will indicate the di↵er-
ence between the largest eigenvalue of Ĥ and the ground
state energy by: �H = Emax�E0. Note that this quan-
tity grows only polynomially with system size for most
Hamiltonians of interest (see discussion below).

In the following we will assume to have access to three
black-box quantum procedures (oracles):

• a unitary ÛG which prepares the ground-state of
the Hamiltonian of interest

• a unitary ÛO which implements time evolution un-
der Ô for a short time � < poly(�S)

• a unitary Ût which implements time evolution un-
der the system Hamiltonian for time t

Even though the oracle ÛG may be impractical to im-
plement for a general Hamiltonian, for most systems of
interest many di↵erent algorithms are available in the
literature ([24–32]) and some have already be tested on
simple nuclear systems [33]. Also, close to optimal strate-
gies to implement the time-evolution operator for sparse
Hamiltonians are known [34, 35] and for Hubbard-type
Hamiltonians (like those derived within lattice-EFT [16])
e�cient implementations of Trotter steps with sub-linear
circuit depth are available [36]. For the common case
where Ô is a one-body operator the latter strategies can
be used to implement ÛO e�ciently.

Our scheme is composed of two quantum circuits

• a state preparation routine requiring O(1) calls to
ÛG and ÛO with a success probability (see Sec. IA)

Psuccess = O

 
�S

hÔ2
i0

kÔk2

!
(3)

where h·i0 denotes the expectation value on the
ground state and k · k is the operator norm;

• a second routine that provides access to SO(!)
which requires W = log2 (�!/�H) ancilla qubits,
the application of Ût for a maximum time tmax =
2⇡/�! and additional O (Wlog(W ))) gates

For typical situations where the implementation of ÛG

requires considerable e↵ort the success probability of the
first routine can be amplified to O(1) with additional
O(1/P 2

success) calls to the oracle ÛO. An alternative al-
gorithm which removes the dependence of Psuccess on �S
but is more di�cult to make deterministic is also pre-
sented in Sec. IA.
This whole circuit needs to be run a number of times

given approximately by

Nrep ⇡ ln

✓
2

✏

◆
1

2�2S
(4)

independent of the target resolution �!.
In summary, for a given choice of the excitation oper-

ator Ô our algorithm can be described by the following
steps:

while iteration number less than Niter do
prepare the ground state using ÛG

run the first quantum algorithm (Sec. IA)
if algorithm succeeds then

we have prepared |�Oi / Ô| 0i

run the second quantum algorithm (Sec. I B)
store result for classical post-processing
if final state information needed then

measure final state (eg. Sec II)
end if

end if
end while

In the next sections we describe in detail the implementa-
tion of the two quantum routines introduced above. We
also present examples obtained by classical simulation of
a simple 2D fermionic system described by the Hubbard
hamiltonian

H = �t
2X

�=1

MX

hi,ji

⇣
c†i,�cj,� + ci,�c

†
j,�

⌘

+ U
MX

i=1

n̂i,"n̂i,# ,

(5)

where hi, ji indicates the nearest-neighbor lattice sites
and n̂i,� = c†i,�ci,� denotes the number operator. The
results shown here were obtained for A = 2 ”nucleons”,
M = 312 lattice sites and U/t = �2. These parameters
are chosen to give a bound state considerably smaller
than the lattice.

2D fermionic system with Hubbard 
Hamiltonian; simulated with A=2 
nucleons and M=312 lattice sites.

Roggero, A. and Carlson, J. https://link.aps.org/doi/10.1103/PhysRevC.100.034610 

https://link.aps.org/doi/10.1103/PhysRevC.100.034610
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Quantum advantage - energy - quantum phase estimation
• The most important subroutine in 

quantum phase estimation is the 
quantum Fourier transform.
- Quantum analog of the inverse discrete 

Fourier transform.
- Also used in Shor’s Algorithm, computing 

discrete logarithms, etc. - algorithms for 
the hidden subgroup problem.

- Speed-up compared to Fast Fourier 
transform of N = 2n numbers:
• Best classical algorithm: O(n 2n)
• Quantum algorithm: O(log2 N) = O(n2)
- Exponential speed-up! One of the shining 

applications in quantum computing.
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Circuit diagram by Omrika - Own work, CC BY-SA 4.0, https://commons.wikimedia.org/w/index.php?curid=54638138
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Quantum advantage - Fermi-Dirac statistics

• Spin systems are very easy to simulate on a quantum computer, but simulating 
Fermions are hard! Antisymmetrization is challenging.
- Bosons are actually tough too.
• Antisymmetrization is impossibly expensive on classical resources - algorithms 

have O(N!) scaling.
• Abrams and Lloyd* proposed an algorithm with polynomial scaling - an 

exponential speedup (and subsequent work does even better).
• The core insight comes from the fact we can create N! states via superposition 

by rotating each qubit individually (so, O(N) scaling) and then we are able to 
impose the symmetric group efficiently by leveraging superposition.

35

* https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.79.2586
See also https://www.nature.com/articles/s41534-018-0071-5 for an improved algorithm.

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.79.2586
https://www.nature.com/articles/s41534-018-0071-5
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Aside on bosons
• Two tricky points:
- Boson number is unbounded

- Physically natural operators, e.g., the lowering operator are difficult to realize with qubits:
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Point from: S. Girvin - https://www.youtube.com/watch?v=miK5y8BYlwQ
Will be exciting to explore these in simulations at the SQMS!

⇒ Useful to have bosons naturally available in your system!

https://www.youtube.com/watch?v=miK5y8BYlwQ
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Sketch of the linear response quantum algorithm
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Slide material courtesy of Andy Li (FNAL)

Looks kind of like 
an event generator!

…GENIE 7.0?
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Algorithm sketch and resources
• Full algorithm is impossible on NISQ hardware, 

but we performed resource estimates, looking at 
the following:
- Qubit encoding
• A nucleons on M lattice sites with Nf fermion modes per 

site with Jordan-Wigner: Hilbert space ~ 2NfM 
• Lattice location: A log2 M

- State preparation
• Adiabatic state preparation requires many gates, while 

hybrid variational approaches may face classical 
optimization challenges

- Quantum phase estimation
• Expensive!

38

• Gate counts based on 2 gates
– CNOT: control-not, two-qubit gate
– RZ: rotation-Z, single-qubit gate

• Quadratic decomposition: favorable

• Gate counts → ~10\*

– Final 99% fidelity: 3
yz 9.||
}9}9 → ~ 104\+ gate error rate

– Probably need error-corrected qubits for linear 
response algorithm with realistic model

Gate counts of quantum phase estimation 

19/12/2019 Andy C. Y. Li15

# of lattice sites =10_
# of fermion species = 4
Precision = 10 MeV

• Gate counts based on 2 gates
– CNOT: control-not, two-qubit gate
– RZ: rotation-Z, single-qubit gate

• Quadratic decomposition: favorable

• Gate counts → ~10\*
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yz 9.||
}9}9 → ~ 104\+ gate error rate

– Probably need error-corrected qubits for linear 
response algorithm with realistic model

Gate counts of quantum phase estimation 
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# of lattice sites =10_
# of fermion species = 4
Precision = 10 MeV

A. Roggero et al, https://link.aps.org/doi/10.1103/PhysRevD.101.074038

Slide material courtesy of Andy Li (FNAL)

https://link.aps.org/doi/10.1103/PhysRevD.101.074038
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• Suppose: 
- Use pionless EFT on a lattice with 103 

points and size 20 fm.
- Assume 10x faster gates vs. modern 

state of the art, with no cost for error 
correction (optimistic).

- 20 MeV energy resolution
• Require 4000 qubits (current 

record is ~72, Google roadmap is 
~1000 error-corrected qubits in 
~10 years).
• Cost for Ar40:
- Naive ~ O(100) years per momentum 

transfer value!
- Optimized ~ 3 weeks per momentum 

transfer value

39

Slide material courtesy of Ale Roggero (U. Washington)

• Algorithm efficiency is critical!
• Best guess is the hardware is ~10-15 years (was “20 years away” for 

many years 😅)
• Algorithm and theory innovation is critical. We also need to test! (Analog: 

HPC best algorithms usually lack provable performance guarantees.)

How practical is all this?

pionless EFT on a 103 lattice of size 20 fm [a = 2.0 fm]
10x faster gates and negligible error correction cost (very optimistic)
want P (q,!) with 20 MeV energy resolution

we need a quantum device with ⇡ 4000 qubits (current record is 72)
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Proof of principle “toy” experiment on four qubits
• Triton toy model: 3 nucleons (with one static, so A=2) on a 2x2 (M=4) lattice
• Lattice encoding: A log M = 4 qubits
• IBM Poughkeepsie (1e-3 single qubit error rates, 1e-2 two qubit error rates)
• Ground state prepared by an ansatz optimized with simulation
• Replace full time evolution with a single Trotter step

40

• Triton toy model:
– 3 nucleons with one chosen to be static on a 2 by 2 lattice
– 2 effective nucleons (a = 2,B = 2,cd = 2,b = 4)
– Two-nucleon dynamics incorporates important information 

about nuclear response (arXiv:1909.06400)

• Lattice location encoding: a logb = 4 qubits
– In comparison, JW needs cdb = 8 qubits

4-qubit proof-of-principle experiment

19/12/2019 Andy C. Y. Li19

?* = G,B* = −4G Slide material courtesy of Andy Li (FNAL)
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This choice of parameters is motivated by the require-
ment that the 3-body repulsive term be larger than the
3 pair interaction energy in order to prevent the collapse
of the bound state. In the following we will consider the
following numerical values: t = 1.0, U = �7.0, V = 28.

A. State preparation

A simple trial state that is also economic to optimize
can be obtained by considering the following circuit

Ry(✓) • •

Ry(✓) • •

Ry(✓) • Ry(�) •

Ry(✓) • Ry(�) •

, (32)

parametrized by two angles (✓,�) and requires only linear
connectivity to be implemented.

The entanglement structure is inspired by the CCSD-
type wavefunction that we would construct in the absence
of the 3�body terms in the Hamiltonian of Eq. (31) and
by the fact that the Hamiltonian is real in the computa-
tional basis.

As can be seen from Tab. II, despite its simplicity this
trial state has only about 10% error in the energy and
sum rules are comparable with the exact ground state. In
the results presented in this work, the optimization of the
two parameters of our trial state is performed o↵-line us-
ing a simulator locally. After extensive experimentation
we, in fact, determined that this was the most e�cient
and accurate strategy: this is possibly a consequence of
the simplicity of the problem. In the central two rows of
Tab. II, we present the results obtained by estimating the
properties of the state generated on a real quantum pro-
cessor. In particular, we mapped our four computational
qubits into qubit 5,0,1 and 6 respectively on the IBMQ
20 qubit machine Poughkeepsie [45]. In the first line de-
noted ’QPU bare’, we report the bare result obtained
from a statistical analysis of 324 runs each comprising

of 8192 repetitions (shots) but without performing any
form of error mitigation. The next line shows the much
better result obtained by mitigating both read-out noise
and the decoherence e↵ect coming from the CNOT gates
(see Section III C for more details).
In the last line of Tab. II we report instead the (error

mitigated) results obtained from 108 runs using a more
symmetric version of the trial state above and shown be-

Energy S(0,1) S(1,0) S(1,1)
exact g.s. -4.843 2.038 2.038 2.054
trial state -4.415 2.024 2.024 2.366
QPU bare -2.645(15) 2.0290(23) 2.0242(24) 2.1572(25)
QPU corr -4.4187(98) 1.9993(35) 1.9926(36) 2.2789(51)
QPU sym -4.322(33) 2.0105(69) 2.0030(45) 2.3341(95)

TABLE II. Results for the ground state energy and the static
structure factor. Errors in the experimental result account
for statistical fluctuations only.

low

Ry(✓) • Ry(�/2) •

Ry(✓) • Ry(�/2) •

Ry(✓) • Ry(�/2) •

Ry(✓) • Ry(�/2) •

. (33)

The added symmetry seems to bring some advantage
in the (1, 1) sum rule but the added noise caused by ad-
ditional noisy rotations seems to be detrimental for the
energy.

B. Real time dynamics

In the general case (V 6= 0 and V 6= �4U) one can use
the result from [29] which implies that we would need
14 CNOT and 15 single qubit rotations for the diagonal
part of the propagator plus 4 more X rotations for the
hopping term resulting in 14 CNOT and 19 rotations
(with more constraints like having a circle topology this
can increase to 16 CNOT. See also Eq. (B47)). For the
special case V = �4U a simpler expression can be found

q0 • • • Rx(✓1)

q1 • • • • Rx(✓1)

q2 Rz(✓2) Rz(✓2) • • Rx(✓1)

q3 Rz(✓2) Rz(✓2) Rz(✓2) Rz(✓2) Rx(✓1)

(34)

with ✓1 = 4t⌧ and ✓2 = ⌧U/2. This implementation requires 10 rotations and 10 CNOT. The problem with
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This choice of parameters is motivated by the require-
ment that the 3-body repulsive term be larger than the
3 pair interaction energy in order to prevent the collapse
of the bound state. In the following we will consider the
following numerical values: t = 1.0, U = �7.0, V = 28.

A. State preparation

A simple trial state that is also economic to optimize
can be obtained by considering the following circuit

Ry(✓) • •

Ry(✓) • •

Ry(✓) • Ry(�) •

Ry(✓) • Ry(�) •

, (32)

parametrized by two angles (✓,�) and requires only linear
connectivity to be implemented.

The entanglement structure is inspired by the CCSD-
type wavefunction that we would construct in the absence
of the 3�body terms in the Hamiltonian of Eq. (31) and
by the fact that the Hamiltonian is real in the computa-
tional basis.

As can be seen from Tab. II, despite its simplicity this
trial state has only about 10% error in the energy and
sum rules are comparable with the exact ground state. In
the results presented in this work, the optimization of the
two parameters of our trial state is performed o↵-line us-
ing a simulator locally. After extensive experimentation
we, in fact, determined that this was the most e�cient
and accurate strategy: this is possibly a consequence of
the simplicity of the problem. In the central two rows of
Tab. II, we present the results obtained by estimating the
properties of the state generated on a real quantum pro-
cessor. In particular, we mapped our four computational
qubits into qubit 5,0,1 and 6 respectively on the IBMQ
20 qubit machine Poughkeepsie [45]. In the first line de-
noted ’QPU bare’, we report the bare result obtained
from a statistical analysis of 324 runs each comprising

of 8192 repetitions (shots) but without performing any
form of error mitigation. The next line shows the much
better result obtained by mitigating both read-out noise
and the decoherence e↵ect coming from the CNOT gates
(see Section III C for more details).
In the last line of Tab. II we report instead the (error

mitigated) results obtained from 108 runs using a more
symmetric version of the trial state above and shown be-

Energy S(0,1) S(1,0) S(1,1)
exact g.s. -4.843 2.038 2.038 2.054
trial state -4.415 2.024 2.024 2.366
QPU bare -2.645(15) 2.0290(23) 2.0242(24) 2.1572(25)
QPU corr -4.4187(98) 1.9993(35) 1.9926(36) 2.2789(51)
QPU sym -4.322(33) 2.0105(69) 2.0030(45) 2.3341(95)

TABLE II. Results for the ground state energy and the static
structure factor. Errors in the experimental result account
for statistical fluctuations only.

low

Ry(✓) • Ry(�/2) •

Ry(✓) • Ry(�/2) •

Ry(✓) • Ry(�/2) •

Ry(✓) • Ry(�/2) •

. (33)

The added symmetry seems to bring some advantage
in the (1, 1) sum rule but the added noise caused by ad-
ditional noisy rotations seems to be detrimental for the
energy.

B. Real time dynamics

In the general case (V 6= 0 and V 6= �4U) one can use
the result from [29] which implies that we would need
14 CNOT and 15 single qubit rotations for the diagonal
part of the propagator plus 4 more X rotations for the
hopping term resulting in 14 CNOT and 19 rotations
(with more constraints like having a circle topology this
can increase to 16 CNOT. See also Eq. (B47)). For the
special case V = �4U a simpler expression can be found

q0 • • • Rx(✓1)

q1 • • • • Rx(✓1)

q2 Rz(✓2) Rz(✓2) • • Rx(✓1)

q3 Rz(✓2) Rz(✓2) Rz(✓2) Rz(✓2) Rx(✓1)

(34)

with ✓1 = 4t⌧ and ✓2 = ⌧U/2. This implementation requires 10 rotations and 10 CNOT. The problem with

A. Roggero et al, https://link.aps.org/doi/10.1103/PhysRevD.101.074038

https://link.aps.org/doi/10.1103/PhysRevD.101.074038
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Neutrino-nucleus scattering simulation
• Dynamical linear response function

•               Inclusive cross sections
• Sample the final state         semi-exclusive cross sections!
• Try pointless effective field theory:
- L. Contessi, A. Lovato, F. Pederiva, A. Roggero, J. Kirscher, U. van Kolck (PLB, https://doi.org/10.1016/j.physletb.2017.07.048) 

and W. Dawkins, J. Carlson, U. van Kolck, A. Gezerlis (PRL, https://link.aps.org/doi/10.1103/PhysRevLett.124.143402) 
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⌘
!

<latexit sha1_base64="yS+gdjHmbjBYYwanLmsl4sXYJjg=">AAACB3icbVDLSsNAFJ34rPUVdSnIYBFclUQUXRbduKxgH9CEMJlOkqGTmTAzUUrszo2/4saFIm79BXf+jdM2C209cOFwzr3ce0+YMaq043xbC4tLyyurlbXq+sbm1ra9s9tWIpeYtLBgQnZDpAijnLQ01Yx0M0lQGjLSCQdXY79zR6Sigt/qYUb8FMWcRhQjbaTAPnjwsoQGhcfzkScRjxmBnqRxopGU4j6wa07dmQDOE7ckNVCiGdhfXl/gPCVcY4aU6rlOpv0CSU0xI6OqlyuSITxAMekZylFKlF9M/hjBI6P0YSSkKa7hRP09UaBUqWEams4U6UTNemPxP6+X6+jCLyjPck04ni6Kcga1gONQYJ9KgjUbGoKwpOZWiBMkEdYmuqoJwZ19eZ60T+ruWd25Oa01Lss4KmAfHIJj4IJz0ADXoAlaAINH8AxewZv1ZL1Y79bHtHXBKmf2wB9Ynz8uopok</latexit>

|�⌫i !

• Simplest possible model for initial study and quantum resource estimation
– Future: need interactions involving virtual pions for accurate prediction

• Approximately reproduce binding of 3 and 4 nucleons
(Physics Letter B 772, 839-848, arXiv:1908.04288)

Pionless effective field theory

19/12/2019 Andy C. Y. Li5

Kinetic energy

Attractive 2-body contact interaction (?* < 0)

Repulsive 3-body interaction (B* > 0) to 
avoid collapse into deeply bound state

https://doi.org/10.1016/j.physletb.2017.07.048
https://link.aps.org/doi/10.1103/PhysRevLett.124.143402
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1. Qubit encoding: represent the system by qubits
- lattice location encoding

2. State preparation: |Q $R⟩ =
$R S9

⟨S9| $RU $R S9
- Ground-state )* prepared by an ansatz optimized by a simulator

3. Quantum phase estimation of |Q $R⟩ with 6G = 35( 67489)
- Time evolution by 6G 1 = 35 67489 ; on a pretrained initial state
- Note: ! ", $% = )* $%2345 674894: ; $% )*

4. Measure ancilla qubits: probability distribution → ! ", $%
- Direct measurement of qubits representing the particles (no ancilla qubits)

Implementation of ground-state prep. and time evolution

19/12/2019 Andy C. Y. Li20

Slide material courtesy of Andy Li (FNAL)
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• Adiabatic quantum state preparation
– Ground state |)k⟩ of <k which can be 

prepared in simple way

– Evolve |)k⟩ with < 1 = <k \4lm + <* ;o
for a duration of time p

– Many qubit gates (operations) required

• Hybrid variational state preparation
– Use a circuit variational ansatz L(F) to 

produce a trial state ) F = L F |0⟩
– Minimize ⟨) F 6<* ) F ⟩ by a classical 

optimization algorithm to obtain )*
– Small # of qubit gates but classical 

optimization loop could be expensive

Ground state )* preparation algorithms

19/12/2019 Andy C. Y. Li12

|) F⃗ ⟩

|)*⟩
G(1*) G(1\)

Ground 
state of <Y

Ground 
state of <*|)Y⟩

Slide material courtesy of Andy Li (FNAL)
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• 2-parameter variational ansatz |) F⃗ ⟩

• Trained by a noiseless simulator to minimized the 
energy - F⃗ = ⟨) F⃗ < ) F⃗ ⟩

• Run the pretrained circuit on the IBM QPU

• QPU shows a promising result with error mitigation 
(readout noise and CNOT gate fidelity)

Ground-state prepared by a variational ansatz 

19/12/2019 Andy C. Y. Li21

|) F⃗ ⟩

|0⟩
|0⟩
|0⟩
|0⟩

Slide material courtesy of Andy Li (FNAL)
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• 1st order Trotter’s step: G r = 345st345su

• Initial state: pretrained state |) F⃗ ⟩

• Time evolve with just 1 Trotter’s step G 1
result deviates from exact significantly when 1 > 0.1 due to Trotter decomposition error

• 3-body contact with : ?_ 1 = 0000|G 1 )* +
|0000⟩: all nucleons at site 1 

Time evolution with 1 Trotter step

19/12/2019 Andy C. Y. Li22

K

V

Slide material courtesy of Andy Li (FNAL)
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Proof of principle experiment on four qubits - errors

• Error mitigation is not enough 
to control the issues.
- Positive: Behavior with 

circuit depth is what we 
expect.

• Linear response of simple 
models may be a near-term 
application of merit, but we 
require improvements in 
error mitigation and 
hardware.

46

Slide material courtesy of Andy Li (FNAL)
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this expression is that it requires entangling gates on all
but one pair of qubits (ie. in the expression above there

is no connection q0 $ q1 but all others).
With the additional connectivity constraints of the

IBM QPU ’Poughkeepsie’ we found the following circuit

q0 Rz(✓2) • Rz(✓2) • • Rz(✓2) • • Rx(✓1)

q1 • Rz(✓2) • Rz(✓2) ⇥ • • Rz(✓2) Rx(✓1)

q2 • • ⇥ • • Rx(✓1)

q3 • • Rx(✓1)

, (35)

where in the box denoted with the dashed line we perform
a swap of both q1 $ q2 and q0 $ q3. Of the latter two
of the three CNOT involved in the operation cancel with
neighboring gates.

We can now show results for some dynamical property.
In Fig. 7 we plot the 3-body contact density

C3(t) = h (t)|⇧0000| (t)i ⌘ |h0000| (t)i|2 (36)

as a function of time starting at time t = 0 with the
trial state of the previous section. The expression above
measures the probability of the three nucleons to be on
the same site (the state |0000i in our basis). The time
evolution is obtained by means of the linear Trotter de-
composition described above and therefore starts to devi-
ate considerably from the exact time evolution at around
t ⇠ 0.04.

In the left panel we show, together with the exact result
with the solid blue line, the bare results obtained by run-
ning the algorithm on either the actual quantum device
(black circles) or on a local virtual machine employing a
noise model designed to mimic the behaviour of the real
device (red squares) [46]. The hardware results were ob-
tained using the ’Poughkeepsie’ QPU (backend version
1.2.0) over a 3 weeks period starting on 23 August 2019
and adopting the mapping (q0, q1, q2, q3) ! (q5, q0, q1, q6)
from the 4 logical qubits to the hardware ones. The cor-
responding results on the Virtual Machine used the noise
model configured with the calibration data on 11 Septem-
ber 2019.

In both cases, we see that the results tend to relax to-
wards the classical completely depolarized value of 1/16
(dashed brown line) but that we can still detect a rea-
sonable signal. The observed large bias at small times
might be attributable to control errors in the device and
unfortunately does not allow this particular set of qubits
to be used to perform multiple Trotter steps as the error
in the useful region is too large. Di↵erent choices for the
logical to physical qubit mapping can improve the fidelity
in the small time region.

We want turn our attention to the right plot in Fig. 7.
As explained in more detail in the next subsection, we
have attempted to mitigate the systematic errors caused
by hardware noise by performing 3 independent noise
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FIG. 7. Probability of finding the 3 nucleons on the same site
as a function of time using both a real QPU (black circles)
and a simulated VM (red squares). See text for a description
of the left panel.

extrapolations and comparing them to assess both the
stability of our extrapolations and the stability of the
machine during a particular run. Whenever the di↵er-
ent schemes do not agree we increase an error counter
and filter the final results using the total error count as
a metric for the run quality. In the right panel of Fig. 7
we present the result after this mitigation procedure for
di↵erent values of the error count starting from 0 (filter
A0 in the figure) up to 2 errors (filter A2). In addition
to the results obtained on hardware with this approach,
we also plot the results at the 2 error level of accuracy
for both the synthetic data produced by the VM (the red
squares on the left panel) and the results obtained by re-
laxing the consistency checks at the 2� level of precision.
We can see that the simpler noise model implemented
in the VM can be completely mitigated using this strat-
egy while for the real hardware case there seems to be
a problem in the time region t 2 [0.3 � 0.4] where no
results with good enough quality can be obtained. We
will provide a possible explanation for this phenomenon
after discussing in more details the mitigation procedure
adopted in our work.
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FIG. 8. Extrapolation procedures used to mitigate errors in
the results for the 3 nucleon contact density C3(t) shown in
Fig. 7. See main text for a description of the di↵erent panels.

fully depolarized result that a global linear fit usually
works.

In addition to the 3-body contact Eq. (36) obtained as
the expectation value of the projector P3B =|0000ih0000|
shown in Fig. 8, we have also computed the various 2-
body contacts. In particular we use the projector

P2B�dyn =|0101ih0101|

+|1010ih1010|

+|1111ih1111|

(39)

to estimate the probability CD

2 (t) that the two dynamical
particles can be found in the same lattice site apart from
the special one, and the projector

P2B�sA =|0001ih0001|

+|0010ih0010|

+|0011ih0011|

(40)

to compute the probability CA

2 (t) that the first particle
(tagged A here) is on the special lattice site while the
other one is not (note that due to symmetry we will have
the same result if we choose to tag particle B).

In addition to these three extrapolations, we also check
for possible complete decoherence by first checking that
the distribution obtained with the smallest number of
CNOT has an overlap with the fully depolarized state
of less than 0.9. We raise an error count if in the higher
order results we find two distributions with overlap > 0.9.
In this work we used the trace distance as an estimator
of overlap

ovd = 1�
1

2

X

i=1,16

����
1

16
� p(i)

���� (41)

with p(i) are the empirical (and read-out error mitigated)
probabilities. In general it might be better to include the
error information in the estimator and we plan to explore
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FIG. 9. Extrapolation procedures used to mitigate errors in
the results for the 2-body contact Pdyn defined in Eq. (39) of
the main text. The rightmost vertical panel and the bottom
horizontal panel are the same as in Fig. 8 and reported here
for reference.
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FIG. 10. Extrapolation procedures used to mitigate errors in
the results for the 2-body contact Pdyn defined in Eq. (40) of
the main text. The rightmost vertical panel and the bottom
horizontal panel are the same as in Fig. 8 and reported here
for reference.

di↵erent approaches in future work. For the set of runs
using the mapping [5, 0, 1, 6] we found that results were
possibly decohered for time in the interval t 2 [0.25, 0.5],
and this is the reason we were not able to determine ro-
bust estimators for C3(t) in that interval. This problem is
not directly apparent while looking at the 2-body contact
densities since the error-free result is itself close to the de-
cohered result and therefore the test above doesn’t trigger
within the chosen bounds. We can, however, clearly see
that the extrapolated results obtained in the problematic
region are indeed compatible with the dashed brown line
corresponding to the value 1/16 as expected.
In order to understand the systematic deviations of

the experimental results form those expected in theory,
we will now try to quantity the amount of entanglement
generated in the time evolution. We will use di↵erent
entanglement measures to study the correlations present

• In small t regime where Trotter decomposition may be used, error 
from gate infidelity is large, making multiple Trotter steps 
impossible.

A. Roggero et al, https://link.aps.org/doi/10.1103/PhysRevD.101.074038

9

this expression is that it requires entangling gates on all
but one pair of qubits (ie. in the expression above there

is no connection q0 $ q1 but all others).
With the additional connectivity constraints of the

IBM QPU ’Poughkeepsie’ we found the following circuit

q0 Rz(✓2) • Rz(✓2) • • Rz(✓2) • • Rx(✓1)

q1 • Rz(✓2) • Rz(✓2) ⇥ • • Rz(✓2) Rx(✓1)

q2 • • ⇥ • • Rx(✓1)

q3 • • Rx(✓1)

, (35)

where in the box denoted with the dashed line we perform
a swap of both q1 $ q2 and q0 $ q3. Of the latter two
of the three CNOT involved in the operation cancel with
neighboring gates.

We can now show results for some dynamical property.
In Fig. 7 we plot the 3-body contact density

C3(t) = h (t)|⇧0000| (t)i ⌘ |h0000| (t)i|2 (36)

as a function of time starting at time t = 0 with the
trial state of the previous section. The expression above
measures the probability of the three nucleons to be on
the same site (the state |0000i in our basis). The time
evolution is obtained by means of the linear Trotter de-
composition described above and therefore starts to devi-
ate considerably from the exact time evolution at around
t ⇠ 0.04.

In the left panel we show, together with the exact result
with the solid blue line, the bare results obtained by run-
ning the algorithm on either the actual quantum device
(black circles) or on a local virtual machine employing a
noise model designed to mimic the behaviour of the real
device (red squares) [46]. The hardware results were ob-
tained using the ’Poughkeepsie’ QPU (backend version
1.2.0) over a 3 weeks period starting on 23 August 2019
and adopting the mapping (q0, q1, q2, q3) ! (q5, q0, q1, q6)
from the 4 logical qubits to the hardware ones. The cor-
responding results on the Virtual Machine used the noise
model configured with the calibration data on 11 Septem-
ber 2019.

In both cases, we see that the results tend to relax to-
wards the classical completely depolarized value of 1/16
(dashed brown line) but that we can still detect a rea-
sonable signal. The observed large bias at small times
might be attributable to control errors in the device and
unfortunately does not allow this particular set of qubits
to be used to perform multiple Trotter steps as the error
in the useful region is too large. Di↵erent choices for the
logical to physical qubit mapping can improve the fidelity
in the small time region.

We want turn our attention to the right plot in Fig. 7.
As explained in more detail in the next subsection, we
have attempted to mitigate the systematic errors caused
by hardware noise by performing 3 independent noise
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FIG. 7. Probability of finding the 3 nucleons on the same site
as a function of time using both a real QPU (black circles)
and a simulated VM (red squares). See text for a description
of the left panel.

extrapolations and comparing them to assess both the
stability of our extrapolations and the stability of the
machine during a particular run. Whenever the di↵er-
ent schemes do not agree we increase an error counter
and filter the final results using the total error count as
a metric for the run quality. In the right panel of Fig. 7
we present the result after this mitigation procedure for
di↵erent values of the error count starting from 0 (filter
A0 in the figure) up to 2 errors (filter A2). In addition
to the results obtained on hardware with this approach,
we also plot the results at the 2 error level of accuracy
for both the synthetic data produced by the VM (the red
squares on the left panel) and the results obtained by re-
laxing the consistency checks at the 2� level of precision.
We can see that the simpler noise model implemented
in the VM can be completely mitigated using this strat-
egy while for the real hardware case there seems to be
a problem in the time region t 2 [0.3 � 0.4] where no
results with good enough quality can be obtained. We
will provide a possible explanation for this phenomenon
after discussing in more details the mitigation procedure
adopted in our work.

https://link.aps.org/doi/10.1103/PhysRevD.101.074038
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Conclusions

47

• Quantum computing and quantum technologies have the potential to be 
powerful tools in the HEP science program.
• Furthermore, HEP has an important and useful role to play in the national 

quantum science program - in terms of core technologies, applications, and 
other organizational strengths.
• The SQMS hosted at Fermilab has the ambitious goal of attacking the 

problem of decoherence at a fundamental level, and combining advances in 
materials, devices, and algorithms to build a powerful new computing and 
sensing platform.
• The FQI has a broad and diverse portfolio of activities that show the full 

spectrum of possibility when HEP and QIS engage productively.
• We are always looking for new partners and collaborators!
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Thanks for listening!
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SQMS ecosystem
• Early focus areas:
- Graduate certificate (NU) designed to meet industry asks
- Summer internships (possibly multi-year)
- Graduate fellowships (NU, Y2-Y5)
• Enhanced support & recruit outstanding women and URM 

candidates
- Postdoctoral fellowships (Y2-Y5)
• Named fellowship - Enhanced stipend
• Research + Diversity + Independence across the Center

- Summer schools
• Galileo Galilei Institude in Florence

- Junior member travel grants
- Women in Quantum (Y3)
• 2 day conference modeled on APS CuWiP
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adamhong.com 6.

SUPERCONDUCTING QUANTUM
MATERIALS & SYSTEMS CENTER

• Cross-disciplinary training (Y1-Y5)
– Graduate certificate (coursework-based)
– Undergraduate certificate
– Exploring other opportunities

• Ex: skills-based + coursework (veterans, career changes, etc)
– value-add to industry (training already achieved)

• Summer internships (Y1-Y5)
– Cohort at one center location (likely virtual 2021)
– Research training + soft skills development

• LecWXUe VeUieV µbXilW-in¶ ± working with a team, etc
– Possibility for multi-summer internships (building skills year-to-year)

Strong Quantum Workforce

11/28/202012

adamhong.com 6.

SUPERCONDUCTING QUANTUM
MATERIALS & SYSTEMS CENTER

• Identified a need of workforce development 
towards people with domain expertise in one 
area tangential to quantum computing (e.g. 
computer science/operations research). 
³LeaUQ Whe OaQgXage, hRZ WR RULeQW aQd ZhaW 
\RX OLNeO\ Qeed´

• In partnership with AFRL and USRA, 
produced 30+ hours of courses with learning 
modules (video, Jupiter notebooks etc.) 

• Tutorials at leading technical conferences 
(Rieffel @ SC18, Venturelli @ SC18, Rieffel 
@ IEEE QCE20 and Quantum Week ± collab 
LANL, ORNL, LBNL) 

Lectures, Training, Seminars, Tutorials Series

11/28/202026

Slide material from M. Birch (Rigetti), M. Driscoll 
(Northwestern), D. Venturelli (NASA)
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SQMS ecosystem
• Summer schools at GGI
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Slide material from Stefania De Curtis (INFN Florence)

adamhong.com 6.

SUPERCONDUCTING QUANTUM
MATERIALS & SYSTEMS CENTER

SQMS PhD Summer Schools at the Galileo Galilei Institute (GGI)

11/28/202018

Proposal for a training program in Quantum Information Theory, Quantum Computation and 
Communication, Theoretical Aspects of Quantum Technologies dedicated to PhD students to create a
bridge between theory and technology at the first stage of their research                ⇩

toda\¶s theoretical ph\sics is tomorroZ¶s technolog\ innoYation

The goal will be twofold: to get in touch the European and American theory community students and to 
allow  them to gather with  students coming  from the quantum technology field,  offering a unique 
opportunity to take advantage from the different expertise

We propose two GGI Summer Schools  in July 2021 and in July 2022    

²The first one (July 2021) will be focused on basic topics (on-line due to the COVID pandemic)
² The second one  (July 2022) will be focused on advanced topics (in person). The training will follow the 

lines of the GGI Schools: lectures at the blackboard video-recorded and available in real time on the 
dedicated YouTube channel, desk and research facilities for students (https://www.ggi.infn.it/schools.html)

adamhong.com 6.

SUPERCONDUCTING QUANTUM
MATERIALS & SYSTEMS CENTER

The Galileo Galilei Institute (GGI) in Florence is a
research hub dedicated to organizing and hosting
long-term programs (7-8 weeks) and PhD schools (2-3
weeks) to foster breakthroughs in the fundamental
understanding of the universe

The spirit of the GGI activity is to favour discussions
and stimulate collaborations thanks to its environment
and facilities

More than 800 scientists are hosted at the GGI every
year ➯ the GGI is an international reference institute
for high-level training and research

The Galileo Galilei Institute for Theoretical Physics (GGI)

11/28/202017

https://www.ggi.infn.it. 

The GGI is part of the INFN team for  the SQMS project

adamhong.com 6.

SUPERCONDUCTING QUANTUM
MATERIALS & SYSTEMS CENTER

The Galileo Galilei Institute (GGI) in Florence is a
research hub dedicated to organizing and hosting
long-term programs (7-8 weeks) and PhD schools (2-3
weeks) to foster breakthroughs in the fundamental
understanding of the universe

The spirit of the GGI activity is to favour discussions
and stimulate collaborations thanks to its environment
and facilities

More than 800 scientists are hosted at the GGI every
year ➯ the GGI is an international reference institute
for high-level training and research

The Galileo Galilei Institute for Theoretical Physics (GGI)

11/28/202017

https://www.ggi.infn.it. 

The GGI is part of the INFN team for  the SQMS project

Watch for news soon!
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Qubit encoding
• Quantum state and operator: nucleons (fermions) → qubits
• General mapping: Jordan-Wigner, or Bravyi-Kitaev
• A=2 dynamical particles ⇒ dimension 16, should require only 4 qubits.
- First quantized mapping
- Two qubits per particle to store lattice location

• Efficiency: A nucleons on M lattice sites with Nf fermion modes per site:
- JW, BK: Nf * M qubits (Hilbert space dimension = 2Nf*M)
- Lattice location: A log2 M qubits
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A. Roggero et al, https://link.aps.org/doi/10.1103/PhysRevD.101.074038

Slide material courtesy of Andy Li (FNAL)

7

periodic boundary conditions. One of the nucleons is
chosen to be static (infinite mass) on a specific lattice
site. This can be thought of as a triton (a nucleus with
one protons and two neutrons), or the static nucleon can
be thought of as providing a static field in which the
interacting pair propagates.

Calculations of realistic response demonstrate that
two-nucleon physics incorporates much of the informa-
tion about nuclear response[14], making even such a sim-
ple problem important. The fixed particle is ultimately
a source of additional final state scattering which in tra-
ditional event generators is included as a semi-classical
evolution. Quantum computers will eventually be able
to treat the full problem for A nucleons quantum me-
chanically. In the near term these kinds of models allow
for tests of the generator paradigm, where at the vertex
a struck nucleon or nucleon pair is treated quantum me-
chanically and then propagates through the rest of the
nucleus in a semiclassical manner.

The Hamiltonian we use is:

H = �t

NfX

f=1

X

hi,ji

c†
i,f

cj,f + 2dtA

+ U
X

i=1

NfX

f<f 0

ni,fni,f 0 + V

NfX

f<f 0<f 00

X

i=1

ni,fni,f 0ni,f 00

+ U

NfX

f=1

n1,f + V

NfX

f<f 0

n1,fn1,f 0

(23)

where the static nucleon is placed on lattice site 1.
For this example we use only 2 dynamical particles and

we set Nf = 2. On a 2⇥ 2 lattice with Nf = 2 modes we
find that the 2 ⇥ 2 Hamiltonian in second quantization
with the simple Jordan-Wigner mapping described above
(1 qubit for each single-particle orbital) will require a to-
tal of 8 qubits to encode the problem. We are, however,
interested in the sector containing A = 2 dynamical par-
ticles whose dimension is only 16 and should require just
4 qubits. In the following we will use a first-quantized
mapping that accomplishes this minimal encoding.

We can use 2 qubits per particle to store its lattice
location in the following way (see also Fig. 6)

|1i ⌘ |##i |2i ⌘ |#"i |3i ⌘ |"#i |4i ⌘ |""i . (24)

The hopping term in the kinetic energy is very simple
and takes the form

Hhop = HA

hop
⌦ 1B + 1A ⌦HB

hop
(25)

where

HA

hop
= �2t

0

B@

0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0

1

CA ⌘ �2t (X1 ⌦ 12 + 11 ⌦X2)

(26)

FIG. 6. Qubit mapping for a single fermion.

where Xk is the Pauli-X operator applied to qubit k and
the additional factor of 2 comes from the periodic bound-
ary conditions. The total hopping term reads then

Hhop = �2t (X1 +X2 +X3 +X4) (27)

where we dropped the identity operators for simplicity.
For the diagonal part, we can extract an overall piece

proportional to the identity on all qubits with coe�cient
8t+U ; to change the diagonal element corresponding to
the state |11i we add 2U + V ; and when both particles
are on di↵erent lattice sites and neither of which is 1 by
adding �U .
The procedure to do this in terms of Pauli operators is

very simple as shown by a couple of examples. Consider
the two sets of operators

Mk =
1k � Zk

2
⇧k =

1k + Zk

2
. (28)

In terms of these operators we have

(2U + V ) |11i h11| = (2U + V ) |####i h####|

=(2U + V ) [⇧1 ⌦⇧2 ⌦⇧3 ⌦⇧4]
‘ (29)

and

�U |23i h23| = �U |#""#i h#""#|

=� U [⇧1 ⌦M2 ⌦M3 ⌦⇧4]
(30)

and so on for the other terms.
The limiting case, V = �4U , results in the following

simplified Hamiltonian:

H = 8t+
U

2
� 2t

4X

k=1

Xk

�
U

4
(Z1Z4 + Z2Z3)�

U

4

X

i<j<k

ZiZjZk .

(31)

https://link.aps.org/doi/10.1103/PhysRevD.101.074038

