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Abstract: Artificial intelligence (AI) is transforming scientific research, with deep learn-

ing methods playing a central role in data analysis, simulations, and signal detection across

particle, nuclear, and astroparticle physics. Within the JENA communities—ECFA, Nu-

PECC, and APPEC—and as part of the EuCAIF initiative, AI integration is advancing

steadily. However, broader adoption remains constrained by challenges such as limited

computational resources, a lack of expertise, and difficulties in transitioning from research

and development (R&D) to production. This white paper provides a strategic roadmap,

informed by a community survey, to address these barriers. It outlines critical infrastruc-

ture requirements, prioritizes training initiatives, and proposes funding strategies to scale

AI capabilities across fundamental physics over the next five years.

Version: 2025-03-12
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Executive Summary

Advances in artificial intelligence (AI) are transforming fundamental physics research across

the JENA communities (ECFA, NuPECC, APPEC). This white paper presents 12 strate-

gic recommendations to scale AI capabilities, addressing challenges such as resource lim-

itations, integration, and training gaps. These investments will also strengthen expertise

in this important technology in Europe, ensuring long-term benefits beyond fundamental

physics.

• (R1) Convene dedicated discussions with national research groups and funding bodies

to assess and compare the feasibility of a centralized large-scale GPU facility

versus federated and hybrid high-performance computing (HPC) infras-

tructures, supported by working groups developing detailed implementation plans

for both options, with the aim of accelerating the deployment of a scalable AI infras-

tructure.

• (R2) Establish a scalable data infrastructure initiative by creating shared repos-

itories and tools, and developing platforms for distributed workloads. These

efforts need targeted funding programs and a concrete community-driven structure

to ensure widespread adoption and collaboration in AI research.

• (R3) Encourage funding to transition AI-driven R&D activities into product-

ion-ready applications within established experimental workflows, focusing on

adopting best practices to achieve practical, scalable improvements without requiring

a complete system overhaul.

• (R4) Allocate dedicated funding to establish and support specialized Ma-

chine Learning Operations (MLOps) personnel to streamline the integration

and ensure the sustainable maintenance of AI models within production workflows.

This effort should encompass the development of community-wide standards, tools,

and platforms to effectively manage the entire lifecycle of machine learning models.

• (R5) Invest in the creation of “science Large Language models (LLMs)”

tailored to the unique challenges of fundamental physics and science, balancing the

use of commercial tools for general tasks with specialized models for domain-specific

needs. This requires dedicated funding, access to large-scale GPU infrastructure, and

collaborative frameworks to enable transparent, efficient, and impactful AI solutions.

• (R6) Establish dedicated funding schemes and a collaborative structure to develop

community-driven foundation models trained on domain-specific data to

learn meaningful representations serving a large variety of downstream

tasks. This effort should identify representative benchmarks, extendible in complex-

ity and realism by integrating both synthetic and real-world data to address domain-

shift issues, leverage physics-informed augmentations, ensure models are rooted in
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scientifically relevant tasks, and foster automation, explainability and interpretabil-

ity to accelerate AI advancements in the field, and to develop a well-defined AI

demonstrator for the wider AI community.

• (R7) Establish a dedicated effort to develop and maintain extensible bench-

marks for various AI tasks in fundamental physics, such as event classification,

parameter inference, tracking and anomaly detection. Support efforts to encourage

researchers to share well-documented surrogate models to promote reusability and

collaboration to drive innovation and standardisation in this area.

• (R8) Investigate and adopt benchmarks that are suitable for fundamental sciences

to raise awareness of the environmental impact of large AI models. Consider

collective mitigation strategies such as optimising widely used frameworks and models

and their interfaces to existing software frameworks, as well as individual strategies

that lead to minimal/acceptable performance loss. Cooperate with infrastructure

and computing sites to minimise carbon costs of compute-intensive AI tasks.

• (R9) Develop activities aiming to integrate FAIR compliance into publication

criteria and practices, recognise and incentivise the FAIR compliant work in pol-

icy and funding measures as well as career progression, build community awareness

through training and collaboration, and support the development of technical tools

and standards to facilitate the adoption of the FAIR principles.

• (R10) Fund the development and organization of practical training courses

and summer schools to equip researchers with the skills to implement open research

and reproducibility requirements, incorporating examples and industry perspectives.

Facilitate partnerships with industry to sponsor training events and provide place-

ments for early-career and senior researchers, enhancing their AI and data science

expertise while fostering connections between fundamental science and commercial

applications.

• (R11) Establish interdisciplinary research initiatives that bring together physi-

cists, AI specialists, software engineers, HPC experts, and potentially experts from

other related fields, to tackle large-scale projects. Provide dedicated funding to sup-

port cross-domain knowledge transfer through workshops, training programmes

and open source collaboration. Invest in shared repositories and computing platforms

to enable data sharing, modelling development and collaboration between different

disciplines.

• (R12) Establish and support a dedicated organisational structure to coordi-

nate strategic investments in AI for fundamental physics to accelerate the develop-

ment and deployment of innovative AI technologies tailored to the specific challenges

of the field. Existing initiatives like the European Coalition of AI for Fundamental

Physics (EuCAIF) can serve as a model for such efforts.
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1 Introduction

Over the last decade, artificial intelligence (AI) has witnessed significant advancements,

particularly in the domains of machine learning (ML) and its subset, deep learning (DL),

which have transformed numerous applications. These developments are already trans-

forming scientific research and discovery. State-of-the-art algorithms such as deep arti-

ficial neural networks, generative models and large-scale language models have already

opened up new possibilities, including application to scientific research. Within the JENA

communities—ECFA (European Committee for Future Accelerators), NuPECC (Nuclear

Physics European Collaboration Committee), and APPEC (Astroparticle Physics Eu-

ropean Consortium)—AI has begun to transform research methodologies, from particle

physics to astroparticle physics and nuclear physics. In addition, EuCAIF (European

Coalition for AI in Fundamental Physics) [1] has emerged as a new initiative to drive for-

ward AI innovations in these areas. The application of AI technologies in these fields has

shown enormous potential, and DL methods are now used routinely in signal detection,

pattern recognition, parameter estimation, model selection and simulations. As fundamen-

tal physics advances into a new era of big data and complex simulations, the integration

of AI is emerging as a critical driver of discovery and innovation. Review articles on AI

applications in particle physics [2, 3], nuclear physics [4], and gravitational wave science [5]

offer insights into the potential of these technologies.

Although modern DL methods are already used in production, i.e., in the standard

software pipelines of large experiments such as ATLAS and CMS and—so far less so—in

the analysis chains of smaller experiments in nuclear and astroparticle physics, the use of

state-of-the-art AI methods is often limited to development and small research projects. In

the last ten years, there has been a great deal of research and development work, in which

the application of new ML methods in fundamental physics have been proposed and inves-

tigated, and a variety of ML models, from supervised learning algorithms to sophisticated

generative models, are being tested on experimental data. However, these efforts remain

relatively scattered, and are often hampered by the availability of graphics processing units

(GPUs), limited high-performance computing (HPC) resources, the slowness of integrat-

ing tools from R&D to production, maintaining a large number of trained ML models

in production, and the requirements of traditional grid and cloud-based data processing

infrastructures. Furthermore, benchmarks for ML performance in scientific contexts re-

main underdeveloped, with most efforts focused on improving software tools that meet the

particular computational requirements of physics experiments.

Another key challenge for the adoption of AI in fundamental physics lies in the need

for specialized education and training. While there are numerous online courses and work-

shops, the expertise required to apply these technologies effectively within the context of

physics remains rare. At present, physicists with ML skills are largely self-taught or trained

in an ad-hoc fashion through collaborations. Organizational structures within the JENA

communities are beginning to address these gaps, with institutions offering dedicated ML

training programs for early-career researchers and established scientists alike. However,

there is still a pressing need for a more formal and systematic approach to building AI
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competency within the field, from curriculum development to hands-on experience in real-

world research projects. Furthermore, when it comes to developing large-scale AI models,

such as foundation models, there is no organizational structure or structural funding.

This white paper is intended to provide a strategic overview of AI infrastructure needs

for fundamental physics and provide guidance for future funding and development efforts.

Based on input from the JENA communities (a survey), this document sets out the rec-

ommendations for scaling up AI capabilities over the next five years. An overview as part

of the US Community Study on the Future of Particle Physics (Snowmass) can be found

in Refs. [6, 7].

2 Survey: Community Insights

2.1 Overview of the Survey

To develop a comprehensive understanding of the community’s views, we conducted a

survey among researchers in high-energy physics, nuclear physics, astrophysics and the

(related) HPC community. The questionnaire aimed to gather insights into the current

infrastructure and future needs regarding AI usage in fundamental physics research. The

survey was distributed to the ECFA, NuPECC and APPEC mailing lists and mailing lists

from EuCAIF. Additional calls to HPC groups expanded the participation. A total of 137

responses were collected from July to November 2024. The survey included 40 questions,

including ones on the use of AI tools, available computational infrastructure, and the

anticipated future requirements for AI development.

Most respondents were individual researchers (70%) or group leaders (26%). A large

fraction of the respondents (84%) have a European affiliation. A significant portion of

respondents came from the high-energy physics (ECFA) community (56%) and AI com-

munities external to JENA (28%), astroparticle physics (APPEC, 14%), nuclear physics

(NuPPEC, 10%), and HPC centers (10%) (see Fig. 1). It is worth noting that many par-

ticipants, particularly PhD students, may not have been familiar with the affiliation with

JENA, which may influence the representation in the category “AI outside JENA.”

2.2 Key Findings

Tools such as ChatGPT and other large language models (LLMs) have become ubiquitous,

with 74% of respondents using commercial tools, and 26% having also worked with open-

source alternatives. However, 20% of the community does not use these tools at all. Beyond

conversational AI, machine learning in scientific research covers a much wider range of

applications. Researchers employ ML for tasks such as data analysis, model development,

and predictions across diverse fields of high-energy and nuclear physics. Commonly used

techniques include supervised learning, generative approaches, and to lesser extent symbolic

regression (see Fig. 2). The data types used range from sensor or detector data, 4-vectors,

time series, images, or text for offline processing, while only a small fraction (16%) work

with real-time data. The most commonly used frameworks for training algorithms are the

DL libraries PyTorch (71%) and TensorFlow (44%), as well as the traditional ML library

Scikit-learn (49%).
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0 10 20 30 40 50
Percentage of Responses (%)

High-energy physics
(i.e. ECFA community)

Artificial intelligence, machine learning
(external to JENA)

Astroparticle physics, cosmology,
gravitational waves (i.e. APPEC community)

Nuclear physics
(i.e. NuPPEC community)

High-Performance
Computing

Astronomy

Others

Scientific field

Figure 1. Response to the question “[2/40] What is your main scientific field (or JENA commu-

nity)?”

0 10 20 30 40 50 60 70
Percentage of Responses (%)

Supervised classifiers
Supervised regressors

Large Language Models  (or other NLP)
Anomaly detection

Generative approaches
Image based methods

Simulation based inference
PINNs (physics informed networks)

Explainable AI methods
Reinforcement Learning

Symbolic regression
Others / I don t know

Usage of AI Techniques

Figure 2. Response to the question “[5/40] What is your usage of AI? Which ML techniques do

you use?”

Researchers in the field rely on a wide range of computational resources to meet the

diverse requirements of their ML workloads. They make equal use of local installations

(laptops or desktop computers), local computing farms, and large-scale computing clus-

ters (55%) for running ML workloads. While most installations are local, containers as

virtualization solutions are used to a lesser extent. The size of training data for ML tasks

varies widely, with over half the use cases in the 10 GB to 1 TB range. The total hours

of compute resources on CPU and GPU, including training, testing, and inference, span a

broad spectrum from less than 10 hours to more than a million hours, evenly distributed

on a logarithmic scale. The majority of machine learning workloads are executed on CPUs,

consumer GPUs, and enterprise GPUs, while only a small fraction experiment with FP-

GAs, TPUs, or other specialized hardware. Most applications use a single GPU card or

a node with up to 8 GPUs, with only about 15% of users requiring multiple nodes, each
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equipped with several GPUs. GPU memory requirements also vary significantly, from 16

GB to 100 GB, with only 5% of users currently needing more than 100 GB of GPU mem-

ory. A similar distribution can be observed for host system memory, with around 12% of

users requiring more than 128 GB of CPU memory. In summary, the community employs

a variety of hardware configurations, from consumer-grade setups to large-scale clusters,

depending on the specific demands of their ML tasks.

Several challenges have been identified within the community, with the most pressing

being the lack of access to computational resources and the availability of specialized hard-

ware. Almost half of the respondents reported successfully reproducing someone’s paper

results (see Fig. 3). For those who could not, the primary reasons were inadequate doc-

Yes 48.5%

I don t know

11.2%

No
40.3%

Reproduce paper results

Yes

69.2%

I don t know

22.6%

No8.3%

Collaboration in Model Development

Figure 3. Response to the questions “[20/40] Did you ever manage to reproduce someone’s paper

results / retrain their model?” (left panel) and “[30/40] Should we collaborate more in the devel-

opment of large-scale ML models (e.g. foundation models) for physics?” (right panel).

umentation and the lack of well-functioning software workflows. Additionally, the lack of

human resources was frequently cited as a barrier to reproducibility and scalability. Inter-

estingly, only a small fraction (16%) of respondents indicated that limited computational

resources were the main issue.

Another challenge lies in the current usage patterns: most machine learning implemen-

tations remain at the proof-of-concept or small-scale stage, with large-scale applications

being the exception (see Fig. 4). Scaling these smaller efforts to larger systems is seen as

a significant hurdle for the community.

Looking ahead, the community’s primary needs revolve around training, enhanced

access to high-end GPUs and improvements in scalability for ML applications. A significant

number of respondents emphasized the importance of developing common representative

and reproducible benchmarks, which would provide a standardized way to measure progress

and compare methods. Additionally, the need for dedicated frameworks to support training

ML models was highlighted as crucial by many researchers. 55% of respondents support

the idea of an organizational effort to facilitate this. EuCAIF could play a central role in

collecting and designing public benchmarks and datasets.
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Mostly proof 
of concept 
developments42.2%

Mostly 
small 
scale 
imple-

mentations
34.1%

Mostly large 
scale implementations

15.6%

Others / I don t know

8.1%

Status of ML implementations

Advance 
towards 

large scale
76.3% Remain 

mostly 
at small 
scale

17.0%

Others / 
I don t know

6.7%

Future of ML implementations

Figure 4. Response to the questions “[9/40] In your current work, what is the predominant status

of your machine learning implementations?” (left panel) and “[34/40] How do you foresee the status

of ML implementations evolving in your field over the next five years?” (right panel).

There is growing recognition that large-scale ML models, including LLMs, will be

pivotal in the future of research. 63% of respondents consider large-scale ML models

important for advancing physics, and 69% agree on the need for collaboration in developing

these models (see Fig. 3). Specifically, 58% support the creation of a domain-specific LLM

for fundamental physics, potentially trained on datasets from repositories like arXiv’s High

Energy Physics (hep) and Astrophysics (astro). Many researchers believe that trends like

transformers and LLMs are already driving the need for large-scale GPUs in the community.

As research continues to grow in complexity, interactive platforms such as Google Colab

and JupyterHub are expected to play an increasingly important role in ML workflows.

The community anticipates that compute resource requirements for ML tasks will continue

to rise, with high-end GPUs (like NVIDIA A100) becoming essential for training deep

learning models (see Fig. 5). Moreover, three quaters of respondents predict that ML

implementations will evolve from mostly small-scale or proof-of-concept stages to large-scale

applications over the next five years (see Fig. 4). To support these growing needs, 76% of

respondents believe that a large-scale distributed GPU facility would significantly benefit

their research, underlining the necessity for more centralized and accessible computing

resources.

2.3 Interpretation of Results

The results of the survey reveal broad engagement with AI across the community, but they

also highlight a stark divide between the current usage patterns and the needs for future

growth. While there is widespread adoption of DL tools like PyTorch and TensorFlow, the

survey indicates that most applications are still in the proof-of-concept or small-scale phase.

This suggests that the community is in an exploratory stage, where many researchers are

experimenting with ML techniques but have not yet fully scaled their applications to meet

the growing demands of their fields.

A clear consensus has emerged around the need for greater collaboration and infras-
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Figure 5. Response to the question “[26/40] How important would high-end/large GPUs (like the

A100 etc) be for training large-scale deep learning models over the next five years?”’

tructure to support the transition to large-scale ML implementations. The call for stan-

dardized benchmarks, dedicated frameworks, and shared computational resources points to

a community that is ready to move beyond isolated efforts and embrace more coordinated

approaches. The strong support for creating domain-specific large-scale ML models and

LLMs for physics further underscores this trend. Additionally, the data reveal an impor-

tant shift in computing requirements, with the community anticipating significantly higher

demand for GPU resources and distributed systems in the coming years.

In summary, the survey points to a community that is eager to embrace the potential of

AI but requires better access to resources, stronger collaborations, and scalable frameworks

to fully realize this potential. These findings set the stage for the recommendations that

follow, which will address the steps needed to bridge the gap between current capabilities

and future aspirations.

3 Key Messages and Recommendations

3.1 (R1) Scalability and Access to HPC Resources

The JENA community’s ability to conduct impactful AI research is tightly linked to the

availability of scalable and accessible HPC resources. The survey conducted for this white

paper reveals a strong demand for large, distributed GPU facilities, with nearly 75% of

respondents supporting such infrastructure. This underscores the pressing need to ex-

pand HPC resources to meet the growing computational demands of ML in large-scale

modeling, foundational model training, and experiments with massive datasets, such as
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those anticipated from the High Luminosity Large Hadron Collider (which should be oper-

ational in mid-2030) and other experimental programs. As AI becomes integral to research

workflows, computational requirements for deep learning model training, parameter opti-

mization, and large-scale simulations have surged. Traditional CPU-based infrastructures

used in high-energy physics are insufficient to handle the massive data volumes generated

in contemporary research. This requires a transition to GPU-based facilities that excel at

intensive parallel computing tasks and AI models development. To address these demands,

the community strongly supports the establishment of large-scale, distributed GPU facil-

ities. These would not only enhance computational capacity but also provide equitable

access through centralized and distributed clusters. Key design considerations include

high-bandwidth connectivity, low-latency access, and advanced scheduling algorithms to

maximize resource utilization and enable efficient workload distribution. The EuroHPC

AI Factories funding initiative, as outlined in the European Commission’s digital strategy

[8], emphasizes the development of cutting-edge AI infrastructure and services and may

provide an opportunity to address scalability challenges. Two primary options emerge for

addressing these scalability challenges:

• Option 1: establish a centralized, large-scale GPU facility that consolidates re-

sources across countries and institutions. This would maximize GPU utilization

for sporadic, resource-intensive workloads, like training foundation models, promote

collaboration by easing data sharing and model development, and enable invest-

ment in experimental hardware impractical for individual institutions. Challenges

include competition for resources, high costs and logistical hurdles of transferring

large datasets, and the political and operational complexities of managing a shared

international facility.

• Option 2: expand existing HPC infrastructures across multiple institutions, by in-

creasing GPU availability and integrating cloud-based solutions with on-premises

systems. This hybrid model offers flexibility for scaling ML workloads dynamically,

reduces data transfer delays, and allows institutions to retain control over their re-

sources. However, this approach risks fragmentation, higher overall costs due to

duplication of resources, and management complexity from disparate hardware and

software configurations.

Both approaches align with the growing need for scalable and collaborative infrastructure.

Recommendation: Organize dedicated discussions to evaluate the two infrastruc-

ture options in detail. This should include: 1) scheduling focused meetings with national

research groups and funding councils to assess feasibility and resource availability; 2) es-

tablishing working groups to develop detailed implementation plans for both options. The

community should aim to initiate these discussions as soon as possible, to evaluate the

feasibility of each approach and to start the implementation of necessary AI infrastructure.

3.2 (R2) Data Infrastructure and Infrastructure for Distribution

The demand for improved data infrastructure and management is increasingly urgent as

AI models continue to scale up: more than 76% of the community foresee an advancement
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towards large scale implementations over the next five years in their respective fields.

Community feedback also reveals that while 34% of datasets used in ML model training

range between 10-100 GB, 20% exceed 100 GB, with some surpassing 1 TB, highlighting the

necessity of robust data-sharing frameworks to accommodate these vast datasets. However,

reproducibility remains a challenge: while 49% of practitioners have successfully reproduced

results, 40% have not, largely due to inadequate documentation (55%).

To address these gaps, adopting best practices from data science, such as structured

data labeling and standardized documentation, could be transformative. A dedicated in-

frastructure for AI workload distribution is also essential to foster inclusivity, enabling

smaller research groups with limited resources to participate more fully. Establishing com-

mon tools and frameworks could reduce the time wasted on duplicative efforts, streamline

interoperability (for instance, via ONNXRuntime for ML inference), and accelerate sci-

entific advancement. By building a supportive ecosystem with accessible resources and

documentation, the community can advance the standards of data infrastructure, ensur-

ing sustainable growth in AI and facilitating broader participation and reproducibility in

research.

Recommendation: Establish a scalable data infrastructure initiative by creating

shared repositories and tools, and developing platforms for distributed workloads. These

efforts need targeted funding programs and a concrete community-driven structure to en-

sure widespread adoption and collaboration in AI research.

3.3 (R3) Integrating AI from R&D into Production-ready Applications

Despite notable advancements, R&D for AI in physics remains fragmented, with most

efforts focused on proof-of-concept applications rather than integrated, production-ready

solutions. In particle physics, efforts towards deploying AI algorithms into the real-time

processing for trigger and data acquisition are taking shape. In astroparticle research,

AI techniques, including the use of hardware accelerators and differentiable programming,

are enabling the processing of large datasets from international collaborations, often with

vast improvements in latency when pre-trained methods can be used. Generative methods

are accelerating costly simulations and inference, both as end-to-end replacements and via

integration into existing pipelines.

While there are undoubtedly many efforts already embedded in the workflows of ex-

perimental collaborations, these efforts are carried out by a relatively small number of

researchers, mostly due to challenges in devising (and implementing) robust solutions be-

yond proofs of concept (PoC). Established large-scale analyses often carry a great deal of

inertia and high requirements for reproducibility and interpretability impeding the adop-

tion of new technology. Much AI research in this space demonstrates promising concepts

but often stops short of integrating these ideas into fully implemented experimental work-

flows. Moreover, collaboration with AI practitioners outside of physics can be challenging

due to the difficulty of sharing experimental data, which is often restricted by data em-

bargoes and is highly specialised. Navigating physics data often involves a steep learning

curve adjusting to historically grown work pipelines and limiting data formats. Although

open competitions may partially bridge the gap, these are simplified and certainly require
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a lot of effort to be implemented in experimental workflows. Last but not least, there is

a big discrepancy among researcher groups in terms of access to suitable compute to de-

vise AI solutions, as only limited, but expanding, support is available to be shared within

experimental collaborations (as opposed to institutional resources).

Recommendation: Encourage funding to transition AI-driven R&D activities into

production-ready applications within established experimental workflows, focusing on adopt-

ing best practices to achieve practical, scalable improvements without requiring a complete

system overhaul.

3.4 (R4) Advancing Machine Learning for Production Workflows

A notable 15% of respondents have already achieved large-scale ML implementations, high-

lighting the community’s engagement with production-level challenges. Over the next five

years, 77% anticipate scaling their ML work to large production levels, which will introduce

significant challenges in managing the amount and variety of models. Key concerns include

versioning, bookkeeping, retraining as conditions change, software compatibility, and stor-

ing model weights and data for reproducibility. These challenges are addressed in MLOps

(Machine Learning Operations), a set of practices that streamline the lifecycle of machine

learning workflows, encompassing model development, deployment, monitoring, and main-

tenance. Standardisation and common tools are key, with 73% of respondents highlighting

the importance of shared ML frameworks. While industry standards should be adopted

wherever possible, to profit from external knowledge and efforts to maximise efficiency,

unique constraints in our field will likely require the development of custom community-level

solutions at different levels. Survey suggestions include developing community-level plat-

forms for model and data sharing, inference frameworks and (semi-)automated pipelines,

together with associated documentation and guidelines. Where experiment-level specifi-

cations and regulations may limit the adoption of community-wide tools, said approaches

can at least be applied at the experiment level.

The development and maintenance of such tools requires dedicated personnel. Re-

spondents emphasised the need for specialised support roles, funding not tied to specific

projects, and continued maintenance. Creating career paths for MLOps professionals is

essential to sustain these efforts.

Recommendation: Allocate dedicated funding to establish and support specialized

MLOps personnel to streamline the integration and ensure the sustainable maintenance of

AI models within production workflows. This effort should encompass the development of

community-wide standards, tools, and platforms to effectively manage the entire lifecycle

of machine learning models.

3.5 (R5) Large Language Models and Fundamental Physics

With 70% of survey respondents already using tools such as ChatGPT, it is important to

weigh up both the benefits and limitations of these commercial AI models for fundamental

physics. While such tools provide accessible, pre-trained models that increase the efficiency

of scientists, they also pose a challenge. Their generality limits domain-specific accuracy

and knowledge, especially in the complex contexts of fundamental physics (e.g. knowledge of
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analysis at the LHC, FAIR or in gravitational wave experiments). In addition, dependence

on external platforms raises serious concerns about privacy, control and long-term usability

for research. As we progress in AI research, the question arises: should we continue to rely

on large commercial models or focus on developing and fine-tuning our own community-

driven models tailored to scientific needs? Developing “science community models” would

allow us to customize AI to our own data and problems, improving transparency and

control. However, this path comes with significant technical requirements - in particular,

access to large GPU infrastructure, dedicated funding and a collaborative structure needed

to train and deploy these sophisticated models. The recommendations of the European

strategy can play a serious and important role here.

To be successful, we need to invest in collaborative efforts to share data, resources and

GPU capacity. Building such models within the community requires not only a state-of-

the-art computing infrastructure, but also sustained collaboration between AI specialists

and fundamental physics in general. A balance between these options - using commercial

tools for certain tasks and developing specialized models for others - will be crucial to fully

exploit the potential of AI in fundamental physics.

Recommendation: Invest in the creation of “science LLMs” tailored to the unique

challenges of fundamental physics and science, balancing the use of commercial tools for

general tasks with specialized models for domain-specific needs. This requires dedicated

funding, access to large-scale GPU infrastructure, and collaborative frameworks to enable

transparent, efficient, and impactful AI solutions.

3.6 (R6) Foundation Models and Large-scale Machine Learning

Foundation models (FMs) are large-scale ML models designed to serve as a backbone for a

broad range of downstream tasks. These models are pre-trained on vast, diverse, and often

multi-modal datasets. This allows them to learn representations or generate data that

are broadly applicable across different domains. Once trained, FMs can be fine-tuned or

adapted for specific tasks with relatively small amounts of additional data (post-training),

making them versatile tools. FMs are characterized by: (i) scale, often comprising billions

of parameters; (ii) multi-modality, they can process multiple data modalities individually

or in combination; (iii) pre- and post-training, using large datasets in a self-supervised

or weakly supervised manner for pre-training; and (iv) broad applicability, across a wide

variety of tasks.

The LLM’s of the previous Section 3.5 are FMs, trained domain-independently and

fine-tuned to domain-specific data. Here a more physics-specific definition is used: as

flexible models trained for different tasks, but on domain-specific data, such as 4-vectors,

detector hits or astrophysical images, with minimal fine-tuning.

FMs provide a unique opportunity to address the bottlenecks of the traditional analysis

approach in HEP which currently requires vast amounts of synthetic data (compute bottle-

neck), it leaves little room for re-utilization due to highly specific approaches (person-power

bottleneck), and the domain shifts between real and synthetic data lead to a bottleneck of

systematic uncertainties.
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Recommendation: Establish dedicated funding schemes and a collaborative struc-

ture to develop community-driven foundation models trained on domain-specific data to

learn meaningful representations serving a large variety of downstream tasks. This ef-

fort should identify representative benchmarks, extendible in complexity and realism by

integrating both synthetic and real-world data to address domain-shift issues, leverage

physics-informed augmentations, ensure models are rooted in scientifically relevant tasks,

and foster automation, explainability and interpretability to accelerate AI advancements

in the field, and to develop a well-defined AI demonstrator for the wider AI community.

3.7 (R7) Benchmarking and Standards

Over the past two decades, machine learning methods have been tailored by the scien-

tific community to extract optimal inference from complex datasets, optimize instruments,

and improve reconstruction and pattern recognition processes. While the wide range of

available techniques is beneficial, it can also be overwhelming for users facing new prob-

lems, leading to delays in developing optimal solutions. The community survey response

highlighted the need for common representative and reproducible benchmarks to provide

a standardized way to measure progress and compare methods. For hosting datasets and

models, platforms like Zenodo, OpenML, and Hugging Face offer centralized repositories,

making it easier for researchers to access and share resources. To address this, creating a

knowledge base of tools suitable for common tasks in fundamental science will facilitate

the adoption of new machine learning tools and reduce development time. Testing against

common datasets also reduces development costs since benchmarking data products for

validation are stored centrally and do not need to be regenerated by each development

team. Therefore, community benchmarks will speed up proof-of-concept and prototyping

activities and facilitate development of large scale models that tackle the challenges of live

production data.

Benchmarking and common datasets can also be used for community building, training

and outreach. A potential approach is organizing community-wide challenges on carefully

chosen, widely relevant, and complex problems. Examples include the 2014 Higgs and

g2net gravitational wave challenges on the Kaggle platform, each attracting submissions

from over 1000 teams. The winning entries demonstrated the power of model pooling and

cross-validation, showing the value of such competitions for the scientific community.

Recommendation: Establish a dedicated effort to develop and maintain extensible

benchmarks for various AI tasks in fundamental physics, such as event classification, param-

eter inference, tracking and anomaly detection. Support efforts to encourage researchers to

share well-documented surrogate models to promote reusability and collaboration to drive

innovation and standardisation in this area.

3.8 (R8) Energy Efficiency

The AI community now recognizes the environmental impact of large-scale model training

(see e.g. [9]), emphasizing the need to improve both algorithms and hardware use to re-

duce energy use and training time. It should also be noted that the use of AI inference can

make data processing less resource-consuming as a whole, even when including training
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and hyperparameter search costs, by virtue of allowing to perform fast and efficient data

reduction earlier in the data processing chain. Research in “green AI,” including insights

from fundamental physics that aim to optimize performance metrics and hyperparameter

scans for a reduced computing cost, is ongoing. Further strategies that can reduce emis-

sions include choosing low-carbon-emission hardware (FPGAs, ASICs, and neuromorphic

chips are designed to reduce the operational energy cost, mostly by reducing/optimizing

memory access) and optimal compute locations can further reduce emissions. Full lifecy-

cle assessments for hardware should be considered as well, and our communities should

connect to the computing sites where their training is ran, draw information from existing

databases and experts, and encourage transparency in sharing information on where power

and hardware resources come from. In addition, power-constrained environments, such as

experiments at remote or extreme locations, can benefit from the development of novel

neuromorphic readout schemes that leverage the natural time encoding of the processed

information.

AI software/algorithmic sustainability must also be considered, alongside environmen-

tal sustainability.1 The definition of sustainable AI algorithms, as originally provided for

research software [15], refers to algorithms that “will continue to be available in the future,

on new platforms, meeting new needs.” Fast innovation in terms of AI theory and algorithm

implementations in the fundamental sciences means that the lifecycle of any algorithm may

be limited with respect to other types of software, reuse by others and reproducibility of

the original algorithm’s results is still a relevant issue for the field, and covered in the next

section.

Recommendations: Investigate and adopt benchmarks that are suitable for funda-

mental sciences to raise awareness of the environmental impact of large AI models. Consider

collective mitigation strategies such as optimising widely used frameworks and models and

their interfaces to existing software frameworks, as well as individual strategies that lead to

minimal/acceptable performance loss. Cooperate with infrastructure and computing sites

to minimise carbon costs of compute-intensive AI tasks.

3.9 (R9) FAIR Principles

The FAIR principles (Findable, Accessible, Interoperable, and Reusable) aim to improve

data management and accessibility. These principles streamline data access, simplify the

sharing of pre-trained models, and ensure resources are reusable across projects. The

framework of FAIR principles for both data [16] and Research Software [17] can be an

appropriate starting point for improving collaboration, reproducibility, efficiency, and the

visibility of data and research software.

Compliance to FAIR principles should be incorporated into publication practices, en-

couraging the publication of ML models, workflows, and associated example code. Despite

challenges, a gradual implementation starting within experimental collaborations can lead

1While we are not covering AI ethics and governance, we acknowledge that these topics have an impact

with the design and application of AI algorithms in the fundamental sciences, and we refer to the reviews,

overview and comment papers in Refs. [10–13], as well as the AI Ethics and Governance in Practice

Programme resources by the Turing Institute [14].
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to the development of a platform for ML models, workflows and code preservation similar

to HEPData [18]. Policy measures should include providing resources for sustainable AI

applications, with minimal bureaucratic overhead, and recognising FAIR compliance work

in career progressions. Technical tools and standards must facilitate FAIR adherence, sup-

ported by national and international initiatives (see e.g. [19], EVERSE and FAIROS-HEP).

Building community awareness of FAIR principles from the undergraduate and graduate

levels, and fostering alliances across scientific domains and regions, is vital for success.

Recommendation: Develop activities aiming to integrate FAIR compliance into pub-

lication criteria and practices, recognise and incentivise the FAIR compliant work in policy

and funding measures as well as career progression, build community awareness through

training and collaboration, and support the development of technical tools and standards

to facilitate the adoption of the FAIR principles.

3.10 (R10) Training and Education

Whilst there are many excellent examples of training and education programmes in specific

settings, there is a lack of understanding on who should provide training, to what level of

detail, and whether the training should sit within or across domains. Partly this is due to

the field being fast-moving, with an absence of traditional learning (e.g. textbook-based)

methods, which provide coverage from an introductory level to state-of-the-art algorithms

and implementations, and a strong cross-disciplinary angle, with practices in computer

science being remarkably different to those in fundamental science. Hence at present a

significant amount of training is delivered via hands-on online courses, by interaction with

the supervisor, or within a collaboration, all following slightly different standards.

Cross-disciplinary interactions are universally seen as being important. At the level

of education and training, this can be implemented fairly easily by running cohort-based

training modules in AI and data science, across disciplines or via schools and workshops

aimed at AI skills development rather than domain-specific questions. A European-wide

effort in developing training courses—and keeping them up-to-date—would ensure a con-

sistent quality and establish a common framework. Here one could take inspiration from

the Data and Software Carpentry courses, for example. A good example is the AI courses

organized by the ErUM-Data Hub, which demonstrate that funding for such training ini-

tiatives already exists. By keeping this training not tied to a domain, ECRs (Early Career

Researchers) will be enabled to interact naturally across disciplines, something which is

rightly seen as very important for AI. Publishing codes and data with a paper is gen-

erally seen as important but is often only partly achieved due to the lack of clarity on

what reproducibility entails. By embedding an agreed framework in the PhD training pro-

gramme, it should become standard for ECRs. One notable initiative is the Lattice Virtual

Academy (LaVA) [20], which was initiated at the European level via the STRONG-2020

Network. LaVA, hosted at ECT*, is a virtual platform for advanced e-learning in Lattice

Field Theory, a computational method developed for nuclear and particle physics, provid-

ing open-access, inclusive training to beginner and advanced students. In particular, it

includes training on Reproducibility and Open Science [21].
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Interaction with industry, active in AI across the many sectors, may provide support

in delivering the training from a slightly different perspective, and minimally lead to spon-

sorship of training events. A common model in AI is that industry provides placements for

PhD students and postdocs. Here it is useful to point out that the topic of the placement

is usually not linked to fundamental science, but rather to the application of AI and data

science skills in a commercial environment, which will further develop the ECR skills set.

Recommendation: Fund the development and organization of practical training

courses and summer schools to equip researchers with the skills to implement open research

and reproducibility requirements, incorporating examples and industry perspectives. Fa-

cilitate partnerships with industry to sponsor training events and provide placements for

early-career and senior researchers, enhancing their AI and data science expertise while

fostering connections between fundamental science and commercial applications.

3.11 (R11) Interdisciplinary Collaboration

The complexity and scale of AI research requires a collaborative approach that transcends

disciplinary boundaries. Our survey highlighted the JENA community’s strong interest in

this approach, particularly for large-scale models. Effective AI solutions require domain-

specific physics knowledge, necessitating close partnerships between physicists and AI spe-

cialists. This exchange ensures alignment between AI methods and scientific goals. This

calls for structured partnerships where physicists contribute expertise on theoretical frame-

works and experimental data, while AI specialists provide proficiency in model development

and optimization techniques. While the primary focus should remain on physicists, AI spe-

cialists, software engineers, and HPC experts, collaborations could also extend to experts

in fields such as social sciences, ecology, and public policy, where AI can address societal

challenges. These broader partnerships foster cross-pollination of ideas and enhance the

societal relevance of AI-driven physics research. Furthermore, dedicated funding for inter-

disciplinary projects is crucial. Collaborative frameworks, like cross-institutional working

groups, are needed to foster and promote knowledge exchange and better integrate AI

into research workflows. Establishing dedicated funding initiatives that explicitly target

AI projects in scientific contexts could significantly enhance the capacity for innovation,

allowing for the development of specialized models and computational tools that are fit-for-

purpose in fundamental physics research. The integration of interdisciplinary collaboration

with the existing efforts to enhance the education and training of researchers is also highly

needed. Establishing joint programs, workshops and courses, involving both AI special-

ists and domain scientists can help bridge knowledge gaps and build a common language

between different disciplines. The objective is not only to develop AI tools but also to

ensure these tools are accessible and usable by physicists and researchers in other scientific

domains.

Recommendation: Establish interdisciplinary research initiatives that bring together

physicists, AI specialists, software engineers, HPC experts, and potentially experts from

other related fields, to tackle large-scale projects. Provide dedicated funding to support

cross-domain knowledge transfer through workshops, training programmes and open source
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collaboration. Invest in shared repositories and computing platforms to enable data shar-

ing, modelling development and collaboration between different disciplines.

4 (R12) Conclusion

The rapid development of artificial intelligence is opening up new possibilities for funda-

mental physics and enabling breakthroughs in both research methods and scientific dis-

covery. In this paper, comprehensive recommendations have been formulated to address

the unique challenges in this field, with a focus on fostering collaboration, standardizing

infrastructure and improving the scalability of AI applications. At the heart of these efforts

is a final recommendation that advocates the establishment of a dedicated organizational

structure for the strategic coordination of AI investments in fundamental physics. Such a

structure, modeled on initiatives such as EuCAIF, would provide the necessary framework

to focus resources, encourage interdisciplinary collaboration and accelerate the adoption of

innovative AI technologies tailored to the specific needs of the field.

By implementing these recommendations, fundamental physics can position itself at

the forefront of AI innovation, set an example for interdisciplinary collaboration, and ensure

sustainable progress in both scientific discovery and the broader societal impact of AI

technologies. These efforts are particularly important for the success of future colliders

and experiments that will require unprecedented levels of data processing, analysis and

simulation. Integrating advanced AI techniques into these ambitious endeavors will not only

enhance their scientific potential, but also provide a framework for tackling the challenges

of next-generation physics.

Recommendation: Establish and support a dedicated organisational structure to

coordinate strategic investments in AI for fundamental physics to accelerate the develop-

ment and deployment of innovative AI technologies tailored to the specific challenges of

the field. Existing initiatives like EuCAIF can serve as a model for such efforts.
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