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An alternative evaluation of the aμ
LO had with MUonEAn alternative evaluation of the aμ
LO had with MUonE

Phys.Lett.B 848 (2024) 138344

Fedor Ignatov, Riccardo Pilato,  
Thomas Teubner, Graziano Venanzoni

Idea: Replace kernel in aμ integral with approx K1(s) 
    evaluation via derivatives → (0), (0), ..  
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~ 690x10-10

~    2x10-10

pQCD ~3x10-10

Result:
full aμ integral
much more stable 
regardless of different 
(t) parametrizations

e+e-

MUonE

https://inspirehep.net/literature/2703023
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Location 1 Location 2

muon beam

BMS simulationBMS simulation
Fiber 
BMS

Quadrupole
3x Bend Magnets

Scraper Scraper 75m from BMS1 to BMS4

Quadrupole

Test 
beam 
areaFiber

BMS

BMS simulation (full GDML beamline model):
✗ standalone Geant4 MC  and reconstruction
✗ simulation inside of FairMUonE framework

RMS E / Eμ beam = 3.75%
Muon beam 
is not monochromatic

Effect 22 x 10-5 on dσ/dθe- spectra

BMS can provide                                                                  σE/Eμ beam = 0.1% Suppress the effect completely

Will do μ-e scattering band twice 
narrower (S/N improved)

Event-by-event BMS vs tracker sync
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g-2 WP, RMCL effortsg-2 WP, RMCL efforts

RMCLow White Paper 25

Formal Role:
Data-driven HVP 
WG coordinator

SciPost Phys.Comm.Rep. (2025) 009 Phys.Rept. 1143 (2025) 1-158

https://inspirehep.net/literature/2843826
https://inspirehep.net/literature/2925594


 17 September 2025 Retreat, Wales

MEG experimentMEG experiment

No significant signal observed
ATOMKI result was excluded at 94%

Formal Role:
In review committee 
for go/no-go unblinding  

Eur.Phys.J.C 85 (2025) 7, 7632021 dataset: Eur.Phys.J.C 84 (2024) 3, 216
2021-22 dataset: E-Print: 2504.15711 ( EPJC accepted)

cosΘeγ < −0.9995 and |teγ| < 
0.2 ns

49.0 < Eγ < 55.0 MeV and 52.5 < Ee < 
53.2 MeV

RMD
ACC

x4 sig
upper 
limit

No signal yet...

Upper limit reduced by 1./3 to the MEG-I result
Another factor 1./3 from full MEGII data 

~24 shifts/person
24hoursx7day – shifts coordination

https://inspirehep.net/literature/2847400
https://inspirehep.net/literature/2712678
https://inspirehep.net/literature/2914905
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Tracking in DCH of MEGIITracking in DCH of MEGII
Liverpool responsibility:
tracks pattern recognition algorithms

MEG DCH Operation under high hit rate
Hit rate up to 1.2 MHz per cell at 5×107 s-1 beam 
rate:   25% cell occupancy in 250ns.

Higher occupancy than in Alice TPC or Belle2 CDC
MEGII CDCH 9 layers vs   159 rows or  56 layers

MEG2 Track Finding is harder

PR based on conventional Kalman filter 
     track following method

Further boost in a efficiency with:
ML: Transformer + GNN as additional prefilter 
       are under development by collaboration

Needs stereo view + 4D reconstruction
  (stereo DCH + t0 for each track)
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MEG counting roomMEG counting room
August 2012

November 2024

In MEG collaboration since 2005
20 years….

Since 2025 we have new counting room

Quiz: How many same objects 
are there in the two photos?
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KLOEKLOE

☑□ Phase I – understand data
☑□ Phase II – get MC/reco tools in hands
□□ Phase III – start to do analysis

□☑ Phase 0 – get data – see Lorenzo’s slides
personal learning footpath

Phase I
Cross checked:
prod2root sufficient to reproduce identically (up FP prec) everything in:
  stentu, 
  F.Nguen’s mmgeff/ppgeff/rpieff/cc2eff, …
  VLAB
It was useful to understand how ntuples filled, cuts/streaming are applied

Phase II

KLOE soft have been ported to Linux
This gave an experience on geanfi, reconstructions, dataflow...



First reconstructed pions from raw data on Linux

AIX vs Linux are consistent < 0.1%
Needs more statistic to conclude 

Runs: 
24083,26758,41883

All reconstructed tracks SA overall selection Collinear events

e+e-

π+π- μ+μ-

e+e-

π+π-
μ+μ-

On hold for 2 months already, needs more efficient access to IBM batch system 
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Phase III (start to do physics)Phase III (start to do physics)
New BabaYaga@NLO in geanfi 
via general plugins interface
(any new generator will be easy to add) 

Simulation is normalized on 
L= Nvlab/(428.8/1.007*1.005)

Run 26758

unstreamed/unfiltered data

Additional MC truth information from geanfi
added all nuclear interactions/decays/stops/hard brem of primaries in DCH

ππγ SA selection (MC) 
Total inefficiency ~15%
Decays ~ 10%
Hadr inter. ~ 1%

Decays eff depends
on DCH reconstruction  
and details of MC/data
description  

This will help to split all 
sources of inefficiencies
and to study them under 
close scrutiny.

Every cut to be studied
Topology of Hadronic/decay 
events seen differently by 
data efficiency procedure 

mailto:BabaYaga@NLO
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PlansPlans

□ To boost forward KLOE analysis 

interest to look on collinear Fπ, asymmetry

□ MUonE 

support BMS development  

□ J-PARC g-2 

maybe tracking study in the detector for the high sensitivity effort?  

□ MEG-II 

2026 last data taking season + 1-2 years to finalize analysis

  Future MEG experiment→ ?

□ μEDM PSI – consulting help with tracking 
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BMS simulationBMS simulation

@Photos by GV

Bending magnets are here

pre hardware stage
only virtual simulation in hands

 Real implementation after ~1.5 years →
   in Riccardo's slides

12.02.2024 Quiz: Where is the rabbit?
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☑  YBOS files (dst) are fully compatible between AIX and Linux (can use prod2root or stentu on Linux)
□ ☑Simulation, reconstructions works on Linux (geanfi,datarec,prod2root):

☑ checked on geanfi for ππγ generator
☑ conditioning parameters with time for sim (beams, dead ch.) 
□ ☑ mixing bgg/lsb pileup background
□ ☑ reconstruction of raw data

□ ☑ No ported mass production/administrative/etc scripts (doesn’t pretend to be a full IBM clone infrastructure)
   – needs to be rewritten (they will be much simpler without tape library logic, outdated stuffs, ....) 

Nearest plans:
☑□ 1) continue to refine software to make it as better tool
□ 2) add KLOE1/2 modifications from DBV-42 development branch, will be it useful?
Todo physics:
☑ 1) interfacing geanfi with latest generators:  BabaYaga@NLO, KKMC, etc
☑ 2) extend geanfi output with info on secondary vertices for efficiency studies
□ 3) produce large dataset of collinear/ISR events: ee, μμ(γ), ππ(γ), 3π 

For MC mass productions
pileups bgg/lsb files are needed
downloaded from tapes fibm0a: 
  ~ only half of bgg/lsb, 
   nothing for 2006It seems works! needs

to check on larger statistic

Fedor Ignatov
KLOE weekly meetings

18 July 2025

KLOE needs tools, data and simulation
KLOE on Linux

I would like to look on:
|Fπ|2 and asymmetries from collinears 

Stuck for 2 months already, Needs 
efficient access to IBM batch system 
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ππγ, 11.5m events, 115 runs 2002-2006
AIX vs Linux simulation (geanfi, datarec, prod2root, stentu)

Full ππγ selections cross-check:
   FILFO, PPG stream tag, 
   stentu selections, 
   final q2 hist selections

geanfi from
 A

IX
; D

B2 in U
K; datarec/stentu A

IX
 vs Linux

AIX/Linux sim/reco cross checksAIX/Linux sim/reco cross checks

First tests were comparing text dumps of ROOT trees - OK

PPCA all reconstructed tracks

Efficiency same
~0.002 ± 0.03%

cos(θPCA) all tracks
(datarec using same geanfi input from IBM)

geanfi from
 A

IX
; D

B2 in U
K; datarec/stentu A

IX
 vs Linux

Propagation to PCA has ~10% 
inefficiency at θ~π/2 due to 
trying multiturns to reach Z=0

Linux/AIX
Numerically unstable

after fixing propagation to PCA:
consistency AIX vs Linux ~ 10-5

Bad PCA propagation 
 0.25% inefficiency for → ππγ selections

AIX/Linux differ by ~0.03% on q2 hist

Estifa’a have looked on more variables – statistically AIX/Linux seems same!
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ybos files compatibility Linux/AIXybos files compatibility Linux/AIX

checked: prod2root either on AIX or on Linux
               using ybos file input after reconstruction output on IBM (*.mcr)
               100k geanfi events, ππγ 

comparison of 1k events dumps:
56 MB text file (~8M numbers) 

 250 numbers differ in last digits→

Differences are only in variables related to tracks, full list:  
PMod PModLa pModV Pxt PxtLa PxTv Pyt PytLa PyTv Pzt PztLa PzTv xQt yQt zQt

prod2root uses trigonometry functions to produce them 
(from Phi, Cur, Cot variables saved in ybos banks)

Single float point precision ~ 10-7

If variable is just copied from 
ybos file 

 exactly same in ROOT ntuple→

Py =1e3/Cur*cos(Phi)

ybos files (dst) fully compatible on Linux, no problem to read DST produced on IBM 
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