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• “Non-CP-violating physics could be attempted with 
such an apparatus”

• “of considerable interest in theories with leptoquarks”
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Back in the days… (1998)
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Back in the days… (1998)
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• Little mention of rare decays
– “K*µµ should also be possible”

– “allow for surpising effects”

• No mention of semileptonic
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November 2015

It’s not new



Outline

• CC: b→cl-ν
– R(D(*))

• FCNC: b→sl+l-

– Bs0→µ+µ-

– Decay rates

– Angular analyses

– Lepton flavour ratios

• Effective couplings

• Prospects
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Back in the days: look for 2HDM

• Higgs couples to 3rd generation
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• In the SM, the only di↵erence between B! D(⇤)⌧�⌫⌧ and
B! D(⇤)µ�⌫µ is the mass of the lepton

• Form factors mostly cancel in the ratio of rates (except helicity
suppressed amplitude)

• Ratio R(D(⇤)) = B(B! D(⇤)⌧�⌫⌧ ) / B(B! D(⇤)µ�⌫µ) is
sensitive to e.g charged Higgs, leptoquarks
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b→cl-ν : R(D(*))

• LFNU in CC tree decays?
– τ-excess in b→c transitions, sensitive to TeV BSM
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Abstract

A measurement is reported of the ratio of branching fractions R(J/ ) = B(B+
c !

J/ ⌧+⌫⌧ )/B(B+
c ! J/ µ+⌫µ), where the ⌧+ lepton is identified in the decay

mode ⌧+ ! µ+⌫µ⌫⌧ . This analysis uses a sample of proton-proton collision
data corresponding to 3.0 fb�1 of integrated luminosity recorded with the LHCb
experiment at center-of-mass energies 7TeV and 8TeV. A signal is found for the
decay B+

c ! J/ ⌧+⌫⌧ at a significance of 3 standard deviations, corrected for
systematic uncertainty, and the ratio of the branching fractions is measured to
be R(J/ ) = 0.71 ± 0.17 (stat) ± 0.18 (syst). This result lies within 2 standard
deviations above the range of existing predictions in the Standard Model.

Submitted to Phys. Rev. Lett.

c� CERN on behalf of the LHCb collaboration, licence CC-BY-4.0.

†Authors are listed at the end of this letter.
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Semileptonic b-hadron decays provide powerful probes for testing the Standard Model

(SM) and for searching for the e↵ects of physics beyond the SM. Due to their relatively
simple theoretical description via tree-level processes in the SM, these decay modes serve as
an ideal setting for examining the universality of the couplings of the three charged leptons
in electroweak interactions. Recent measurements of the parameters R(D) and R(D⇤),
corresponding to the ratios of branching fractions B(B ! D

(⇤)
⌧
�
⌫⌧ )/B(B ! D

(⇤)
µ
�
⌫µ),

by the BaBar [1, 2], Belle [3–6] and LHCb [7–9] collaborations indicate larger values than
the SM predictions [10]. Proposed explanations for these discrepancies include extensions
of the SM that involve enhanced weak couplings to third-generation leptons and quarks,
such as interactions involving a charged Higgs boson [11, 12], leptoquarks [13], or new
vector bosons [14]. Furthermore, other hints of the failure of lepton flavor universality
have been seen in electroweak loop-induced B-meson decays [15, 16].

Measurements of semitauonic decays of other species of b hadrons can provide additional
handles for investigating the sources of theoretical and experimental uncertainties, and
potentially the origin of lepton nonuniversal couplings. This Letter presents the first study
of the semitauonic decay B

+
c ! J/ ⌧

+
⌫⌧ and a measurement of the ratio of branching

fractions

R(J/ ) =
B(B+

c ! J/ ⌧
+
⌫⌧ )

B(B+
c ! J/ µ+⌫µ)

, (1)

for which the current SM predictions are in the range of 0.25 to 0.28, where the spread
arises from the choice of modeling approach for form factors [17–20]. Here and throughout
the Letter charge-conjugate processes are implied.

The measurement is performed using data recorded with the LHCb detector at the
Large Hadron Collider in 2011 and 2012, corresponding to integrated luminosities of 1 fb�1

and 2 fb�1 collected at proton-proton (pp) center-of-mass energies of 7TeV and 8TeV,
respectively. The analysis procedure is designed to identify both the signal decay chain
B

+
c ! J/ ⌧

+
⌫⌧ and the normalization mode B

+
c ! J/ µ

+
⌫µ, with J/ ! µ

+
µ
� and

⌧
+ ! µ

+
⌫µ⌫⌧ , through their identical visible final states (µ+

µ
�)µ+. The muon candidate

not originating from the J/ is referred to as the unpaired muon. The two modes
are distinguished using di↵erences in their kinematic properties. The selected sample
contains contributions from the signal and the normalization modes, as well as several
background processes. The contributions of the various components are determined from
a multidimensional fit to the data, where each component is represented by a template
distribution derived from control data samples or from simulation validated against data.
The selection and fit procedures are developed without knowledge of the signal yield.

The LHCb detector is a single-arm forward spectrometer covering the pseudorapidity
range 2 < ⌘ < 5, described in detail in Refs. [21, 22]. Notably for this analysis, muons are
identified by a system composed of alternating layers of iron and multiwire proportional
chambers [23]. The online event selection is performed by a trigger [24], which in this
case consists of a hardware stage, based on information from the calorimeter and muon
systems, followed by a software stage, which applies a full event reconstruction. Simulated
data samples, which are used for producing fit templates and evaluating the signal to
normalization e�ciency ratio, are produced using the software described in Refs. [25–28].

Events containing a J/ µ
+ candidate are required to have been selected by the LHCb

hardware dimuon trigger, with both muon candidates at the trigger level matched to the
decay products of the J/ candidate in the o✏ine selection. In the software trigger, the
events are required to meet criteria designed to select J/ ! µ

�
µ
+ candidates constructed

1
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Recent measurement of B(Λb→Λcτν)

• New result on semileptonic anomalies
– Hadronic tau decays

• Measure

• Simultaneous 3D fit to: τ, BDT, q2

– Discriminate Λb→Λcτν from Λb→ΛcDsX

• First observation of Λb→Λc+τ-ν at 6.1σ
– Using BR(Λb→Λcπππ): 

– Using BR(Λb→Λcτµ):

Liverpool – 7 Nov 2022

In the Standard Model of particle physics (SM), flavour-changing processes such21

as semileptonic decays of b hadrons are mediated by W± bosons with universal cou-22

pling to leptons. Di↵erences in rates of decays involving the three lepton families23

are expected only from the di↵erent masses of the charged leptons. Lepton flavour24

universality (LFU) can be violated in many extensions of the SM with nontrivial25

flavour structure. Since uncertainties due to hadronic e↵ects cancel to a large ex-26

tent, the SM predictions for the ratios between branching fractions of semileptonic27

decays of b hadrons, such as R(D(⇤)�) ⌘ B(B0 ! D(⇤)�⌧+⌫⌧ )/B(B0 ! D(⇤)�µ+⌫µ) and28

R(⇤c) ⌘ B(⇤0
b ! ⇤+

c ⌧
�⌫⌧ )/B(⇤0

b ! ⇤+
c µ

�⌫µ), are known with uncertainties at the percent29

level [1, 2]. These ratios therefore provide a sensitive probe of SM extensions [2, 3].30

Measurements of R(D0,�) and R(D⇤�,0) in final states involving electrons or muons31

from the ⌧� decay have been reported by the BaBar [4, 5] and Belle [6–8] collaborations.32

The LHCb collaboration published a determination of R(D⇤�) [9], where the ⌧ lepton is33

reconstructed using leptonic decays to a muon. LHCb has also reported measurement34

of R(D⇤�) using the three-prong decay ⌧� ! ⇡�⇡+⇡�(⇡0)⌫⌧ [10]. All these R(D(⇤)�,0)35

measurements yield values that are above the SM predictions with a combined significance36

of 3.4 standard deviations (�) [11].37

This Letter reports the observation of the decay ⇤0
b !⇤+

c ⌧
� ⌫⌧ and the first deter-38

mination of R(⇤+
c ) using the three-prong ⌧� ! ⇡�⇡+⇡�(⇡0)⌫⌧ decays 1. The present39

work closely follows the strategy of the R(D⇤�) analysis using ⌧� hadronic decays [10].40

Performing LFU tests in the baryonic sector can provide additional constraints because41

of the half-integer spin of the initial state. Di↵erent sets of form factor functions, which42

capture the e↵ect of the hadronic transitions, intervene, compared to the mesonic states43

probed up to now. Likewise, New Physics (NP) couplings can also be di↵erent, resulting44

in di↵erent scenarios regarding deviations from SM expectations of R(⇤+
c ) and R(D(⇤)) [3].45

The ⇤+
c baryon is reconstructed through the ⇤+

c ! p+K�⇡+ decay chain. The ⇤0
b final46

state consists of six charged tracks; neutral pions are ignored in this analysis. A data47

sample of proton-proton collisions, corresponding to an integrated luminosity of 3.0 fb�1,48

collected with the LHCb detector at center-of-mass energies
p
s = 7 and 8 TeV is used.49

In order to reduce experimental systematic uncertainty, the ⇤0
b !⇤+

c ⇡�⇡+⇡� decay is50

chosen as a normalization channel. This leads to a measurement of the ratio51

K(⇤+
c ) ⌘

B(⇤0
b ! ⇤+

c ⌧
�⌫⌧ )

B(⇤0
b ! ⇤+

c 3⇡)
=

Nsig

Nnorm

"norm
"sig

1

B(⌧� ! 3⇡(⇡0)⌫⌧ )
, (1)

where 3⇡ ⌘ ⇡�⇡+⇡�, and Nsig (Nnorm) and "sig ("norm) are the yield and selection e�ciency52

for the signal (normalization) channel, respectively. From this, R(⇤+
c ) is obtained as53

R(⇤+
c ) = K(⇤+

c ) ⇥ B(⇤0
b ! ⇤+

c 3⇡)/B(⇤0
b ! ⇤+

c µ
�⌫µ), where the branching fractions of54

the ⇤0
b ! ⇤+

c ⇡
�⇡+⇡� and ⇤0

b ! ⇤+
c µ

�⌫µ decays are taken from earlier measurements of55

DELPHI [12], CDF [13], and LHCb [14] averaged in Ref. [15]. A significant contribution56

from the excited baryons which decay into ⇤+
c ⇡

�⇡+ to the normalisation channel is57

excluded. This makes the 3⇡ dynamics adjusted between the normalisation and signal58

modes assuring better reduction of the systematic uncertainty.59

1The inclusion of charge-conjugate modes is implied throughout.
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Figure 2: Distributions of ⌧� lifetime (top) and BDT output (bottom) for the fit sample. The
various fit components are described in the legend.
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Figure 3: Distributions of q2, for candidates having a BDT output value below (top) and above
(bottom) a cut value of 0.66. The various fit components are described in the legend.

The signal yield is Nsig = 349± 40 candidates. The fit is also performed forcing the208

signal yield to zero, which gives a 7.3 � increase of the �2. When letting all nuisance209

parameters related to the deformation of the templates shapes float to take into account210

systematic uncertainties, the �2 increases by 6.1 �. The first observation of the decay211

channel ⇤0
b !⇤+

c ⌧
� ⌫⌧ is thus demonstrated. A clear separation between the signal212

and the main background coming from ⇤+
c D

+
s (X) decays and the signal is obtained, as213

demonstrated in the BDT distribution of Fig. 2. Figure 3 shows the q2 distribution below214
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systematic uncertainty. The resulting uncertainty of 13% represents the largest single
source. A similar procedure is applied to the template for the combinatorial background.
The contribution from a potential bias in the fit is explored by fitting pseudoexperiments
where the signal strength is varied from its SM value to a negligible amount. Other sources
of systematic uncertainty arise from the inaccuracy on the yields of the various background
contributions, and from the limited knowledge of the normalization channel modelling.
The contribution from the removal of ⇤⇤+

c modes from the normalization channel is taken
into account by varying the branching fractions of the various excited baryons decays
within their measured range.

Systematic e↵ects in the e�ciencies for signal and normalization channels partially
cancel in the ratio, with the remaining uncertainty being mostly due to the limited size of
simulated sample. The trigger e�ciency depends on the distributions of the decay time
of the ⌧� candidates and the invariant mass of the ⇤+

c 3⇡ system. These distributions
di↵er between the signal and normalization modes, and the corresponding di↵erence of
the trigger e�ciencies is taken into account.

In conclusion, the first observation of the semileptonic decay ⇤0
b !⇤+

c ⌧
� ⌫⌧ is reported

with a significance of 6.1 �, using a data sample of pp collisions, corresponding to 3 fb�1 of
integrated luminosity, collected by the LHCb experiment. The measurement exploits the
three-prong hadronic ⌧� decays with the technique pioneered by the LHCb experiment
for the R(D⇤+) measurement [13]. The ratio K = B(⇤0

b ! ⇤+
c ⌧

�⌫⌧ )/B(⇤0
b ! ⇤+

c ⇡
�⇡+⇡�)

is measured to be 2.46± 0.27± 0.40, where the first uncertainty is statistical and
the second systematic. The branching fraction B(⇤0

b ! ⇤+
c ⌧

�⌫⌧ ) is measured to be
(1.50± 0.16± 0.25± 0.23)%, where the third uncertainty is due to external branching
fraction measurements. A measurement of R(⇤+

c ) = 0.242± 0.026± 0.040± 0.059 is
reported. The R(⇤+

c ) ratio is found to be in agreement with the SM prediction. This
measurement provides constraints on new physics models, such as some of those described
in Ref. [5], for which large values of R(⇤+

c ) are allowed by existing R(D(⇤)) measurements.
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first observation of the decay ⇤0
b !⇤+

c ⌧�⌫⌧ . A clear separation between signal and the
main background originating from ⇤0

b ! ⇤+
c D

+
s (X) decays is obtained, as demonstrated

in the BDT distribution of Fig. 1. Figure 2 shows that the ⇤0
b ! ⇤+

c D
+
s (X) background

is dominant at low BDT values, while a good signal-to-background ratio is observed at
high BDT output. Fig. 5 of Supplemental Material [?] shows similarly the ⌧ decay time
distribution for the same BDT intervals.

In order to reduce experimental systematic uncertainties, the ⇤0
b ! ⇤+

c 3⇡ decay is
chosen as a normalization channel. This leads to a measurement of the ratio

K(⇤+
c ) ⌘

B(⇤0
b ! ⇤+

c ⌧
�⌫⌧ )

B(⇤0
b ! ⇤+

c 3⇡)
=

Nsig

Nnorm

"norm
"sig

1

B(⌧� ! 3⇡(⇡0)⌫⌧ )
, (1)

where Nsig (Nnorm) and "sig ("norm) are the yield and selection e�ciency for the signal
(normalization) channel, respectively. The normalization channel selection is identical
to that of the signal channel, except the requirement that the 3⇡ system has a larger
flight distance than that of the ⇤+

c candidate, which is not imposed. The yield of the
normalization mode is determined by fitting the invariant-mass distribution of the ⇤+

c 3⇡
candidates around the known ⇤0

b mass [30], as shown in Fig. 6 of Supplemental Material [33].
A significant contribution from excited baryons which decay to ⇤+

c ⇡
+⇡�, ⇤+

c ⇡
+, or ⇤+

c ⇡
� is

explicitely vetoed from the normalization channel. As a result, the 3⇡ dynamics ressembles
that of the signal, leading to a reduced systematic uncertainty.

A normalization yield of Nnorm = 8584 ± 102 is found, after subtraction of a small
contribution of 168 ± 20 ⇤0

b ! ⇤+
c D

�
s (! 3⇡) decays. This component is estimated by

fitting the 3⇡ mass distribution in the D�
s mass region for candidates with a reconstructed

⇤+
c 3⇡ mass in a window around the known ⇤0

b mass [30]. The normalization sample
is also used to correct for di↵erences in the ⇤0

b production kinematics between data
and simulation. The reconstruction e�ciencies for the ⌧� ! 3⇡⌫⌧ , ⌧� ! 3⇡⇡0⌫⌧ signal
modes and normalization channel are determined using the simulation and found to be
(1.37± 0.04)⇥ 10�5, (0.82± 0.05)⇥ 10�5, and (11.21± 0.11)⇥ 10�5, respectively. The
ratio of branching fractions is derived from Eq. 1 as

K(⇤+
c ) = 2.46± 0.27± 0.40,

where the first uncertainty is statistical and the second systematic.
Using B(⇤0

b ! ⇤+
c 3⇡) = (6.14 ± 0.94) ⇥ 10�3 [30] corresponding to an average of

measurements by the CDF [34], and LHCb [35] experiments, the signal branching fraction
is determined as

B(⇤0
b ! ⇤+

c ⌧
�⌫⌧ ) = (1.50± 0.16± 0.25± 0.23)%,

where the first uncertainty is statistical, the second systematic and the third is due to the
external branching fraction measurement. The branching fraction B(⇤0

b ! ⇤+
c µ

�⌫µ) =
(6.2± 1.4)% from the DELPHI experiment [36] updated in Ref. [30] is used to obtain the
ratio of semileptonic branching fractions R(⇤+

c ) as

R(⇤+
c ) = 0.242± 0.026± 0.040± 0.059,

6

SM:                                            (Detmold, Lehner, Meinel arXiv:1503.01421) 

Model Case Couplings R(⇤c) RRatio

⇤c

S1 1

g331Lg
23⇤
1R = 0.332 + 0.403i,

g3i1Lg
23⇤
1R = 0.417 � 0.311i,

g331Lg
23⇤
1L = 0.015 � 0.037i,

g3i1Lg
23⇤
1L = �0.079� 0.002i

0.343± 0.011 1.032± 0.004

S1 2

g331Lg
23⇤
1R = 0.064 � 0.142i,

g3i1Lg
23⇤
1R = �1.05 + 0.638i,

g331Lg
23⇤
1L = 0.116 � 0.043i,

g3i1Lg
23⇤
1L = 0.018 + 0.104i

0.549± 0.020 1.648± 0.025

R2 1
h232Lh

33⇤
2R = 0.373 � 0.118i,

h2i2Lh
33⇤
2R = �0.846� 0.191i

0.445± 0.016 1.337± 0.016

R2 2
h232Lh

33⇤
2R = 0.753 � 0.199i,

h2i2Lh
33⇤
2R = 0.897� 0.031i

0.485± 0.018 1.455± 0.025

U1 1

h231Lh
33⇤
1R = �0.115� 0.021i,

h2i1Lh
33⇤
1R = 0.049 + 0.159i,

h231Lh
33⇤
1L = �1.468 + 0.271i,

h2i1Lh
33⇤
1L = 1.116 + 0.744i

0.605± 0.019 1.818± 0.008

U1 2

h231Lh
33⇤
1R = �0.059 + 0.236i,

h2i1Lh
33⇤
1R = 0.234 + 0.105i,

h231Lh
33⇤
1L = �2.002 + 0.854i,

h2i1Lh
33⇤
1L = �0.135 + 0.940i

0.553± 0.018 1.663± 0.005

S3 1
g333Lg

23⇤
3L = �0.035 + 0.032i,

g3i3Lg
23⇤
3L = 0.061 + 0.041i

0.342± 0.010 1.027

S3 2
g333Lg

23⇤
3L = �0.049 � 0.038i,

g3i3Lg
23⇤
3L = �0.01� 0.019i

0.345± 0.011 1.037

U3 1
h233Lh

33⇤
3L = �0.032� 0.014i,

h2i3Lh
33⇤
3L = 0.003 + 0.002i

0.349± 0.011 1.047

U3 2
h233Lh

33⇤
3L = �0.014� 0.006i,

h2i3Lh
33⇤
3L = 0.017� 0.007i

0.340± 0.010 1.022

Table 6. The values of the R(⇤c) and RRatio
⇤c

ratios for two representative cases of the couplings of
the di↵erent leptoquark models. Above, the index i = 1, 2 denotes the electron and muon neutrinos.
The Standard-model value of the ratio is R(⇤c) = 0.333 ± 0.010 [48]. The uncertainties given are
due to the ⇤b ! ⇤c form factor uncertainties.
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Challenges
▪Both a precision measurement and an 
inclusive analysis at high statistics
◦ Every background source must be 

understood in exacting detail to even see 
the signal

▪𝐵− → 𝐷0𝜏− ҧ𝜈 background structure much 
more complicated
◦ ത𝐵 → 𝐷∗0𝜇𝑋 always present in 𝐷0𝜇−

sample (75% of the sample!)
◦ Three separate “signal” categories all 

kinematically similar! 

▪𝐷0𝜇− sample is 5x larger than 𝐷∗+𝜇−
◦ Already as big a jump as Run1->Run2 for 

many analyses

4

𝐷∗ feed-down after isolation, veto

𝐵− → 𝐷∗0[→ 𝐷0 𝜋0/𝛾 ]𝜇 ҧ𝜈
𝐵− → 𝐷0𝜇 ҧ𝜈

≈ 2.5

𝐵0 → 𝐷∗+ → 𝐷0𝜋𝑚𝑖𝑠𝑠𝑖𝑛𝑔
+ 𝜇 ҧ𝜈

𝐵− → 𝐷0𝜇 ҧ𝜈
≈ 0.125,

Background

PRL 115 (2015) 111803

10/19/2022 P.M. HAMILTON

New measurement of R(D*) vs R(D) !

• Signal
– B0→D*+l-ν à (D*+µ) sample

– B+→D0l-ν à (D0µ) sample

• Main backgrounds: 
– B → DDX

– B → D**µ-ν

Liverpool – 7 Nov 2022Courtesy: 
P.Hamilton, Impl.Workshop, 19 Oct 2022 
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New measurement of R(D*) vs R(D) !
• Simultaneous 3D-fit to 8 samples (and in 4 q2 bins…) 

Liverpool – 7 Nov 2022

Iso
la

tio
n 

Fi
t C

at
eg

or
ie

s

7

Signal - ISO 𝐷 ∗ 𝜇 + 𝜋 – 1OS

𝐷 ∗ 𝜇− + 𝜋−𝜋+ – 2OS 𝐷 ∗ 𝜇 + 𝐾(𝑋) – “DD”

LHCb-PAPER-2022-039 supplementary (in preparation)

10/19/2022 P.M. HAMILTON

(D**µ) enrichedSignal

Comb+Fake DDX enriched

Courtesy:  P.Hamilton, Impl.Workshop, 19 Oct 2022, LHCb-PAPER-2022-039, in preparation 
14



New measurement of R(D*) vs R(D) !
• Fit was checked on specific subsamples:

Liverpool – 7 Nov 2022

2. Fit 24/44

Backgrounds with baryons?
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Template stats

• No baryonic backgrounds included in the nominal model
• Look at a D0µ+p sample

• Reuse existing B! D⇤⇤µ+⌫ samples to fit ⇤b ! D0µpX
• Shift from including this in the full fit taken as a systematic

uncertainty
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Misidentified backgrounds
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Template stats

• Misidentified hadron component derived from
D(⇤)+non-muon track data sample

• Two di↵erent methods, improved since last time
• Likelihood + sWeight based method
• Iterative bayesian unfolding, as for RJ/ 

(D* non-µ) enriched

(Λb→ D0µpX) enriched
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Higher multiplicities?

2)2 (GeV / c2Missing mass
0 5 10

0
100
200
300
400
500
600
700
800 LHCb preliminary

-13 fb
4/c2 < 2.85 GeV2-0.40 < q

2)2 (GeV / c2Missing mass
0 5 10

Pu
ll 

  

4−
2−
0
2
4

2)2 (GeV / c2Missing mass
0 5 10

0
200
400
600
800

1000
1200
1400
1600 LHCb preliminary

-13 fb
4/c2 < 6.10 GeV22.85 < q

2)2 (GeV / c2Missing mass
0 5 10

Pu
ll 

  

4−
2−
0
2
4

2)2 (GeV / c2Missing mass
0 5 10

0
200
400
600
800

1000
1200
1400
1600
1800
2000
2200
2400 LHCb preliminary

-13 fb
4/c2 < 9.35 GeV26.10 < q

2)2 (GeV / c2Missing mass
0 5 10

Pu
ll 

  

4−
2−
0
2
4

2)2 (GeV / c2Missing mass
0 5 10

0

1000

2000

3000

4000

5000

6000

7000 LHCb preliminary
-13 fb

4/c2 < 12.6 GeV29.35 < q

2)2 (GeV / c2Missing mass
0 5 10

Pu
ll 

  

4−
2−
0
2
4

 (MeV)µE
1000 2000

0
20
40
60
80

100
120
140
160
180
200
220 4/c2 < 2.85 GeV2-0.40 < q LHCb preliminary

-13 fb

 (MeV)µE
1000 2000

Pu
ll 

  

2−
0
2

 (MeV)µE
1000 2000

0
100
200
300
400
500
600
700
800

4/c2 < 6.10 GeV22.85 < q LHCb preliminary
-13 fb

 (MeV)µE
1000 2000

Pu
ll 

  

2−
0
2

 (MeV)µE
1000 2000

0

500

1000

1500

2000

2500

3000
4/c2 < 9.35 GeV26.10 < q LHCb preliminary

-13 fb

 (MeV)µE
1000 2000

Pu
ll 

  

2−
0
2

 (MeV)µE
1000 2000

0

2000

4000

6000

8000

10000

12000 4/c2 < 12.6 GeV29.35 < q LHCb preliminary
-13 fb

 (MeV)µE
1000 2000

Pu
ll 

  

2−
0
2

ν µ 0 D→B 
ν µ *0 D→B 
ν µ *+ D→B 

Comb. + Fake 
ν µ ** D→B 

 D X0 D→B 
ν τ D →B 

 ν τ * D→B 
Template stats

• Select three pions - check for missing high-multiplicity
backgrounds

• Also selects a lot of muon misID: yield here similar to signal
sample

(D*µ + 3p) enriched
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Two pions - eta region
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• Look in the region of M⇡⇡ populated by ⌘ ! ⇡+⇡�⇡0: no
evidence for a component with di↵erent shape
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Two kaons - phi region
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• � ! K+K� picks out decay chains with Ds ! �µ+⌫µ
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DD - wrong sign kaon
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Courtesy:  
P.Hamilton, Impl.Workshop, 19 Oct 2022 
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New measurement of R(D*) vs R(D) !

• Lots of ingredients in fit:
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New measurement of R(D*) vs R(D) !

• World average 3.3s to 3.2s

Liverpool – 7 Nov 2022NB: contours contain less than 68% CL… 17
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Summary
▪LHCb Run1 R(D*) measurement successfully extended to joint R(D), R(D*) ellipse

◦ Result:
𝑅 𝐷 = 0.441 ± 0.060 𝑠𝑡𝑎𝑡 ± 0.066 𝑠𝑦𝑠
𝑅 𝐷∗ = 0.281 ± 0.018 𝑠𝑡𝑎𝑡 ± 0.023 𝑠𝑦𝑠

𝜌 = −0.49(𝑠𝑡𝑎𝑡)/−0.40(𝑠𝑦𝑠)/−0.43(𝑡𝑜𝑡)
◦ Excellent agreement with world average, 1.9𝜎 from standard model

▪Pathfinder analysis: much of the procedure already at the level of precision 
needed for (much!) bigger datasets
◦ Follow-up in Run2 dataset already well underway with many more 𝐵 hadron decays on disk 

and a dedicated trigger to make life easier

▪Much more exciting work also underway on this mode using techniques 
inherited from or inspired by this work

2110/19/2022 P.M. HAMILTON

Courtesy:  
P.Hamilton, Impl.Workshop, 19 Oct 2022 

LHCb-PAPER-2022-039, in preparation 
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https://hflav-eos.web.cern.ch/hflav-eos/semi/fall22/html/RDsDsstar/RDRDs.html
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b→sl+l-

Rich laboratory:

1) Purely leptonic

2) Decay rates

3) Angular asymmetries 

4) Ratio of decay rates
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Bs
0→µ+µ-

• Purely leptonic b→sl+l-

+ Bs0→e+e- (LHCb, arXiv:2003.03999 )

+ Bs0→τ+τ- (LHCb, arXiv:1703.02508)
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Bs
0→µ+µ- (LHCb)
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Figure 1: Mass distribution of the selected B0
(s)! µ+µ� candidates (black dots) with BDT > 0.5.

The result of the fit is overlaid and the di↵erent components are detailed: B0
s ! µ+µ� (red solid

line), B0! µ+µ� (green solid line), B0
s ! µ+µ�� (violet solid line), combinatorial background

(blue dashed line), B0
(s) ! h+h0� (magenta dashed line), B0 ! ⇡�µ+⌫µ, B0

s ! K�µ+⌫µ,

B+
c ! J/ µ+⌫µ and ⇤0

b ! pµ�⌫µ (orange dashed line), and B0(+)! ⇡0(+)µ+µ� (cyan dashed
line).

The correlation between the B0! µ+µ� and B0
s ! µ+µ�� branching fractions is �23%,183

while the correlations with B0
s ! µ+µ� are below 10%. The mass distribution of the184

B0
(s)! µ+µ� candidates with BDT > 0.5 is shown in Fig. 1, together with the fit result.185

An excess of B0
s ! µ+µ� candidates with respect to the expectation from background186

is observed with a significance of 10 standard deviations (�), while the significance of the187

B0! µ+µ� signal is 1.7 �, as determined using Wilks’ theorem [45] from the di↵erence188

in likelihood between fits with and without the specific signal component.189

Since the B0! µ+µ� and B0
s ! µ+µ�� signals are not significant, an upper limit on190

each branching fractions is set using the CLs method [46] with a profile likelihood ratio as191

a one-sided test statistic [47]. The likelihoods are computed with the nuisance parameters192

Gaussian-constrained to their nominal values. The test statistic is then evaluated on193

an ensemble of pseudo-experiments where the nuisance parameters are floated according194

to their uncertainties. The resulting upper limit on B(B0 ! µ+µ�) is 2.6⇥ 10�10 at195

95% CL, obtained without constraining the B0
s ! µ+µ�� yield. Similarly, the upper limit196

on B(B0
s ! µ+µ��)mµµ>4.9GeV/c2 is evaluated to be 2.0⇥ 10�9 at 95% CL.197

The e�ciency of B0
s ! µ+µ� decays depends on the lifetime, introducing a model-198

dependence in the measured time-integrated branching fraction. In the fit the SM value199

for ⌧µ+µ� is assumed, corresponding to Aµµ
��s

= 1. The model dependence is evaluated200

5
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Figure 1: In the left-hand plot, the two-dimensional likelihood contours of the results for
the B0

s
! µ+µ� and B0 ! µ+µ� decays for the three experiments are shown together with

their combination. The dataset used was collected from 2011 to 2016. The red dashed line
represents the ATLAS experiment, the green dot-dashed line the CMS experiment, the
blue long-dashed line the LHCb experiment and the continuous line their combination.
For each experiment and for the combination, likelihood contours correspond to the values
of �2�lnL = 2.3, 6.2, and 11.8, respectively. In the right-hand plot, the combination
of the three experiments is shown with contours of di↵erent shades. Likelihood contours
correspond to the values of �2�lnL = 2.3, 6.2, 11.8, 19.3, and 30.2, represented in order
by darkest to less dark colour. In both plots, the red point shows the SM predictions
with their uncertainties. The published results from the three experiments are detailed
in Ref. [1–3].

account. The resulting curve is shown in Fig. 3. The value of the ratio is determined to
be

R = 0.021+0.030
�0.025 (13)

and its upper limit at 90% (95)% CL isR < 0.052 (0.060). The upper limit is computed in
the same manner as for B(B0 ! µ+µ�), by integrating the likelihood only in the positive
region.

The CMS and LHCb experiments also measured the e↵ective lifetime of the observed
B0

s
! µ+µ� candidates. The LHCb B0

s
! µ+µ� e↵ective lifetime is measured from a

fit to the background-subtracted decay-time distribution of signal candidates. The CMS
measurement is determined with a two-dimensional likelihood fit to the proper decay
time and dimuon invariant mass; the model introduced in the likelihood fit adopts the
per-event decay time resolution as a conditional parameter in the resolution model. For
both experiments, the measurement is fully dominated by its statistical uncertainty, hence
the two results are uncorrelated. Two variable-width Gaussian likelihoods are used to
describe the CMS and LHCb original likelihoods and the value of �2�lnL obtained from
these functions (shown in Fig. 4) is then minimised to obtain the combined value and the

6
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B(s)
0→µ+µ-

• Including B0:

• NB: new result 

from CMS at ICHEP

not included here

• Relative production of Bs0 wrt B0 mesons, fs/fd : 
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of �2�lnL = 2.3, 6.2, and 11.8, respectively. In the right-hand plot, the combination
of the three experiments is shown with contours of di↵erent shades. Likelihood contours
correspond to the values of �2�lnL = 2.3, 6.2, 11.8, 19.3, and 30.2, represented in order
by darkest to less dark colour. In both plots, the red point shows the SM predictions
with their uncertainties. The published results from the three experiments are detailed
in Ref. [1–3].
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and its upper limit at 90% (95)% CL isR < 0.052 (0.060). The upper limit is computed in
the same manner as for B(B0 ! µ+µ�), by integrating the likelihood only in the positive
region.
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! µ+µ� candidates. The LHCb B0
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! µ+µ� e↵ective lifetime is measured from a

fit to the background-subtracted decay-time distribution of signal candidates. The CMS
measurement is determined with a two-dimensional likelihood fit to the proper decay
time and dimuon invariant mass; the model introduced in the likelihood fit adopts the
per-event decay time resolution as a conditional parameter in the resolution model. For
both experiments, the measurement is fully dominated by its statistical uncertainty, hence
the two results are uncorrelated. Two variable-width Gaussian likelihoods are used to
describe the CMS and LHCb original likelihoods and the value of �2�lnL obtained from
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Figure 17: A 2 dimensional representation of the branching fraction measurements for B0
s ! µ+µ�

and B0! µ+µ�. The Standard Model value is shown as the red cross labelled SM. The central
value from the branching fraction measurement is indicated with the blue dot. The profile
likelihood contours for 68%, 95% CL, etc. intervals for the result presented in this letter are
shown as blue contours, while the yellow contours indicate the previous measurement [12].
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Table 3: Observables and related parameters of the default fit. See text for a detailed explanation.

.

Observable Parameters Fit mode

fs/fd
a(7TeV), a(8TeV), a(13TeV) Free
b(7TeV), b(8TeV), b(13TeV) Free

B(B0
s ! D�

s ⇡
+)

rAF Gaussian constrained
rE Gaussian constrained

B(B0
s ! J/ �) FR Free

S1 Gaussian constrained
S2, S3, S4 Gaussian constrained

S2, S3, and S4, the parameters propagating experimental systematic uncertainties on the
input measurements.

4 Results

Results of the default fit are presented in the following described separately for the
di↵erential fs/fd results (Sect. 4.1), for the B0

s ! J/ � and B0
s ! D�

s ⇡
+ branching

fractions (Sect. 4.2), and for the integrated fs/fd (Sect. 4.3). Values and uncertainties of
the parameters and their correlations are reported in the Supplemental Material [44].

4.1 Determination of fs/fd

The data as a function of pT together with the result of the fit are shown in Fig. 1. The
obtained functions at the three di↵erent energies are

fs/fd (pT, 7TeV) = (0.244± 0.008) + ((�10.3± 2.7)⇥ 10�4) · pT ,

fs/fd (pT, 8TeV) = (0.240± 0.008) + ((� 3.4± 2.3)⇥ 10�4) · pT ,

fs/fd (pT, 13TeV) = (0.263± 0.008) + ((�17.6± 2.1)⇥ 10�4) · pT ,

where the pT is in units of GeV/c and the slope parameters are expressed in (GeV/c)�1.
The resulting �2 is 133, for a number of e↵ective degrees of freedom of 74. The statistical
robustness of the procedure has been verified using ensembles of pseudoexperiments. They
demonstrate that the procedure obtains the correct coverage and minimal bias for the
parameters of interest. In the most extreme case, the bias corresponds to about 10%
of the uncertainties on the parameters related to the overall scale. This is considered
negligible and not corrected for. The p-value of the fit to data, calculated from the
distribution of pseudoexperiment �2 values, is 1.4 ⇥ 10�4. When artificially increasing
the data uncertainties such that the �2 corresponds to a p-value of 0.5, following similar
procedures to those in Ref. [7], the central values and uncertainties obtained in this paper
are unchanged, with the exception of uncertainties on the slopes versus pT, which would
increase by approximately a relative 25% but not a↵ect the integrated measurement of
fs/fd. More data will be needed to resolve the exact pT dependence of fs/fd.

Requiring identical intercepts and slopes at the three energies results in significantly
worse fit quality, with a di↵erence in �2 of 115 for two fewer parameters. An F-test [45]

7

7 Conclusion

In conclusion, this paper presents a precise measurement of the ratio of B0
s and B0

fragmentation fractions, fs/fd, as a function of pp centre-of-mass energy
p
s and B-

meson pT, from the combined analysis of LHCb measurements, significantly reducing
the uncertainty with respect to the individual measurements. A significant dependence
of fs/fd on

p
s and pT, described by linear functions, is observed. The integrated fs/fd

values at the three energies, in the fiducial region of the measurements, are

fs/fd (7TeV) = 0.2390± 0.0076 ,

fs/fd (8TeV) = 0.2385± 0.0075 ,

fs/fd (13TeV) = 0.2539± 0.0079 ,

and the ratio of the 13 to 8TeV results is

fs/fd (13TeV)

fs/fd (8TeV)
= 1.065± 0.007 .

Precise measurements of the B0
s ! J/ � and B0

s ! D�
s ⇡

+ branching fractions,

B(B0
s ! J/ �) = (1.018± 0.032± 0.037)⇥ 10�3 ,

B(B0
s ! D�

s ⇡
+) = (3.20± 0.10± 0.16)⇥ 10�3 ,

are also obtained, halving their uncertainties with respect to previous world averages.
Finally, previous LHCb measurements of B0

s branching fractions are updated, strongly
reducing their normalisation-related uncertainties and better constraining possible contri-
butions from physics beyond the SM.
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Figure 7: Cartoon illustrating the dimuon mass squared, q2, dependence of the di↵erential decay rate of B ! K
⇤
`
+
`
� decays.

The di↵erent contributions to the decay rate are also illustrated. For B ! K`
+
`
� decays there is no photon pole enhancement

due to angular momentum conservation.

short lifetime – in contrast to the pseudoscalar mesons ⇡ and K, K⇤ and � are not stable under the strong
interactions. The finite lifetime is neglected in the lattice simulation and represents a source of systematic
uncertainty. Overcoming this limitation is in the focus of current e↵orts [196]. As for the B to pseudoscalar
transitions, combined fits of lattice and LCSR results valid in di↵erent kinematical regimes lead to increased
precision and less dependence on extrapolation models [131].

Beyond the form-factors, the next most significant uncertainties are hadronic uncertainties associated
to non-factorisable corrections. These are illustrated in Fig. 6. Diagrams (a) and (b) represent the leading
order short-distance contributions from the operators Q7...10 that factorise “naively” into a hadronic and
leptonic current. The size of the non-factorisable e↵ects and the theoretical methods required to compute
them vary strongly with q2 (see Fig. 7 for a cartoon of the q2 dependence of the di↵erential branching ratio
and the relevant hadronic e↵ects).

At intermediate q2, around the masses of the J/ and  (2S), the charm loop in diagram (c) goes on
shell, the decays turn into non-leptonic decays, e.g. B ! KJ/ (! `+`�), and quark-hadron duality breaks
down [197]. These regions are typically vetoed in the experimental analyses.

At low q2, the relevant non-factorisable e↵ects include weak annihilation as in diagram (f) and hard
spectator scattering as in diagram (g). They have been calculated for b ! s and b ! d transitions involving
vector mesons in QCD factorisation to NLO in QCD [135, 136] as well as in soft-collinear e↵ective theory [198]
and shown to be negligible in B ! K`+`� decays [199, 200]. Weak annihilation and spectator scattering
involving Q8 have been computed also in LCSR [139, 140]. Diagram (c) corresponds to the contribution
of four-quark operators that is usually written as a contribution to the “e↵ective” Wilson coe�cient Ce↵

9
.

Perturbative QCD corrections to the matrix elements of Q1,2 as in diagram (d) are numerically sizeable and
are known from the inclusive decay as discussed above. The main challenge in exclusive b ! s decays at
low q2 is represented by soft gluon corrections to the charm loop shown in diagram (e). These have been
estimated in LCSR [138, 201] but remain a significant source of uncertainty.
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Table 1: Di↵erential dB(B0
s ! �µ+µ�)/dq2 branching fraction, both relative to the normalization

mode and absolute, in bins of q2. The uncertainties are, in order, statistical, systematic, and
due to the uncertainty on the branching fraction of the normalization mode.

q2 bin [GeV2/c4] dB(B0
s!�µ+µ�)

B(B0
s!J/ �)dq2 [⇥10�5GeV�2c4] dB(B0

s!�µ+µ�)
dq2 [⇥10�8GeV�2c4]

0.1–0.98 7.61± 0.52± 0.12 7.74± 0.53± 0.12± 0.37

1.1–2.5 3.09± 0.29± 0.07 3.15± 0.29± 0.07± 0.15

2.5–4.0 2.30± 0.25± 0.05 2.34± 0.26± 0.05± 0.11

4.0–6.0 3.05± 0.24± 0.06 3.11± 0.24± 0.06± 0.15

6.0–8.0 3.10± 0.23± 0.06 3.15± 0.24± 0.06± 0.15

11.0–12.5 4.69± 0.30± 0.07 4.78± 0.30± 0.08± 0.23

15.0–17.0 5.15± 0.28± 0.10 5.25± 0.29± 0.10± 0.25

17.0–19.0 4.12± 0.29± 0.12 4.19± 0.29± 0.12± 0.20

1.1–6.0 2.83± 0.15± 0.05 2.88± 0.15± 0.05± 0.14

15.0–19.0 4.55± 0.20± 0.11 4.63± 0.20± 0.11± 0.22
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Figure 2: Di↵erential branching fraction dB(B0
s ! �µ+µ�)/dq2, overlaid with SM predictions

using Light Cone Sum Rules [32, 34, 35] at low q2 and Lattice calculations [36, 37] at high q2.
The results from the LHCb Run 1 analysis [1, 30] are shown with gray markers.

relative to the B0
s ! J/ � normalization mode, according to120

B(B0
s ! f 0

2µ
+µ�)

B(B0
s ! J/ �)

= B(J/ ! µ+µ�)⇥ B(�! K+K�)

B(f 0
2! K+K�)

⇥
Nf 0

2µ
+µ�

NJ/ �
⇥

✏J/ �
✏f 0

2µ
+µ�

, (2)

where the branching fraction ratio B(�! K+K�)/B(f 0
2! K+K�) = 1.123± 0.030 [26] is121

used. To separate the f 0
2 signal from S- and P-wave contributions to the wide m(K+K�)122

mass window, a two-dimensional fit to the m(K+K�µ+µ�) and m(K+K�) distributions123

is performed. The B0
s ! f 0

2µ
+µ� signal decay is modeled in m(K+K�µ+µ�) using the124

sum of two Gaussian functions with a power-law tail towards upper and lower mass and in125

m(K+K�) using a relativistic spin-2 Breit–Wigner function. The model parameters are126

4

• Decay rate with muons in final state consistently low:
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Figure 5: Di↵erential branching fraction of B0! K⇤(892)0µ+µ� decays as a function of q2. The
data are overlaid with the SM prediction from Refs. [48,49]. No SM prediction is included in the
region close to the narrow cc̄ resonances. The result in the wider q2 bin 15.0 < q2 < 19.0GeV2/c4

is also presented. The uncertainties shown are the quadratic sum of the statistical and systematic
uncertainties, and include the uncertainty on the B0! J/ K⇤0 and J/ ! µ+µ� branching
fractions.

Table 2: Di↵erential branching fraction of B0! K⇤(892)0µ+µ� decays in bins of q2. The first
uncertainty is statistical, the second systematic and the third due to the uncertainty on the
B0! J/ K⇤0 and J/ ! µ+µ� branching fractions.

q2 bin (GeV2/c4) dB/dq2 ⇥ 10�7 (c4/GeV2)

0.10 < q2 < 0.98 1.016+0.067
�0.073 ± 0.029± 0.069

1.1 < q2 < 2.5 0.326+0.032
�0.031 ± 0.010± 0.022

2.5 < q2 < 4.0 0.334+0.031
�0.033 ± 0.009± 0.023

4.0 < q2 < 6.0 0.354+0.027
�0.026 ± 0.009± 0.024

6.0 < q2 < 8.0 0.429+0.028
�0.027 ± 0.010± 0.029

11.0 < q2 < 12.5 0.487+0.031
�0.032 ± 0.012± 0.033

15.0 < q2 < 17.0 0.534+0.027
�0.037 ± 0.020± 0.036

17.0 < q2 < 19.0 0.355+0.027
�0.022 ± 0.017± 0.024

1.1 < q2 < 6.0 0.342+0.017
�0.017 ± 0.009± 0.023

15.0 < q2 < 19.0 0.436+0.018
�0.019 ± 0.007± 0.030
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s ! �µ+µ�)/dq2 branching fraction, both relative to the normalization

mode and absolute, in bins of q2. The uncertainties are, in order, statistical, systematic, and
due to the uncertainty on the branching fraction of the normalization mode.
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Figure 2: Di↵erential branching fraction dB(B0
s ! �µ+µ�)/dq2, overlaid with SM predictions

using Light Cone Sum Rules [32, 34, 35] at low q2 and Lattice calculations [36, 37] at high q2.
The results from the LHCb Run 1 analysis [1, 30] are shown with gray markers.
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2 signal from S- and P-wave contributions to the wide m(K+K�)122

mass window, a two-dimensional fit to the m(K+K�µ+µ�) and m(K+K�) distributions123
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Figure 5: Di↵erential branching fraction of B0! K⇤(892)0µ+µ� decays as a function of q2. The
data are overlaid with the SM prediction from Refs. [48,49]. No SM prediction is included in the
region close to the narrow cc̄ resonances. The result in the wider q2 bin 15.0 < q2 < 19.0GeV2/c4

is also presented. The uncertainties shown are the quadratic sum of the statistical and systematic
uncertainties, and include the uncertainty on the B0! J/ K⇤0 and J/ ! µ+µ� branching
fractions.

Table 2: Di↵erential branching fraction of B0! K⇤(892)0µ+µ� decays in bins of q2. The first
uncertainty is statistical, the second systematic and the third due to the uncertainty on the
B0! J/ K⇤0 and J/ ! µ+µ� branching fractions.
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FIG. 3. Di↵erential branching fraction for B+
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’14C and ’21 have ` = e, whilst otherwise ` = µ. Horizontal
error bars indicate bin widths.

FIG. 4. Di↵erential branching fraction for B0
! K0`+`�,

with our result in blue, compared with experimental re-
sults [16, 17, 19]. All experimental results take ` = µ. Hori-
zontal error bars indicate bin widths.

FIG. 5. Di↵erential branching fraction for B ! K`+`�, with
our result in blue, compared with experimental results [12,
14, 16]. CDF ’11 takes ` = µ, whilst Belle ’09 and Babar ’12
do not di↵erentiate e from µ. Horizontal error bars indicate
bin widths.

FIG. 6. Comparison of branching fractions with recent exper-
imental results [15, 19, 23] in low and high regions of q2 away
from the charmonium resonance region. Here we show the
ratio of the experimental branching fraction to our results,
compared to the black vertical line at the value 1. The error
bars are 5� long, with markers at 1, 3 and 5�. Note that the
� here are for the ratio, so not the same as those calculated
for the di↵erence in Table III. On the right, labels indicate
the colours of the q2 bins in units of GeV2. No uncertainty
from QED is included in this plot.

Experimental results for decays to electrons, muons or
both (averaged) are displayed in each case as coloured
points, with the results shown for each experimental q2

bin. The horizontal error bars on the experimental re-
sults reflect the width of the bin. Some of the experi-
mental results are for ` = e and some for ` = µ; our
results are insensitive to the di↵erence. The experiments
ignore data taken in the black vetoed regions, but there
are results in between these regions. However, we cannot
make a reliable comparison between our short-distance
SM results and the experimental results between the ve-
toed regions.
Figures 3, 4 and 5 show that our results are somewhat

higher than experiment in most cases, particularly in the
region 4  q2/GeV2

 8.68. This is most clearly visible
in Figure 3, where the tension between our result and the
most precise data from LHCb is obvious.
To examine this tension in more detail, we integrate

over two well-behaved q2 regions, one above and one be-
low the cc resonances, as discussed in Section IIA 3. For
these regions we can make a reliable comparison with ex-
periment. We show the results in Table III; these consti-
tute our main numerical results. In Table III, we compare
our branching fractions with the most recent experimen-
tal results available for B ! Ke+e� and B ! Kµ+µ�.
Note that our relative uncertainties are comparable to
those from the experiments for most of the values. We
have larger uncertainties than those for LHCb ’14A for
B+

! K+µ+µ� but smaller uncertainties than those
from Belle ’19. Our uncertainties are dominated by those
from the form factors, followed by those from the CKM
elements |VtbV ⇤

ts
|.

We find our partial branching fractions to be signif-
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Figure 13: Angular observables (left) FL and (right) AFB as measured by the ATLAS [173], BaBar [174], Belle [142],
CDF [171], CMS [144] and LHCb [178] collaborations. The results from the B-factory experiments combine lepton
flavours and isospin partners. The CDF results combine isospin partners. Overlaid is the SM prediction from Refs. [33,
36, 54, 157].
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Figure 14: Angular observable P05 as measured by the ATLAS [173], Belle [175], CMS [176] and LHCb [178] collabo-
rations. Overlaid is the SM prediction from Refs. [44, 189]. The result from Belle combines lepton flavours and isospin
partners.
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B0→K0*µ+µ- : more than just P5’
• Many measurements:
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Figure 2: Results for the CP -averaged angular observables FL, AFB, S5 and P 0
5 in bins of q2.

The data are compared to SM predictions based on the prescription of Refs. [43,44], with the
exception of the P 0

5 distribution, which is compared to SM predictions based on Refs. [69, 70].

SM predictions. The local discrepancy in the P 0
5 observable in the 4.0 < q2 < 6.0GeV2/c4

and 6.0 < q2 < 8.0GeV2/c4 bins reduces from the 2.8 and 3.0 � observed in Ref. [1] to 2.5
and 2.9 �. However, as discussed below, the overall tension with the SM is observed to
increase mildly.

Using the Flavio software package [42], a fit of the angular observables is performed
varying the parameter Re(C9). The default Flavio SM nuisance parameters are used,
including form-factor parameters and subleading corrections to account for long-distance
QCD interference e↵ects with the charmonium decay modes [43, 44]. The same q2 bins as
in Ref. [1] are included. The 3.0 � discrepancy with respect to the SM value of Re(C9)
obtained with the Ref. [1] data set changes to 3.3 � with the data set used here. The
best fit to the angular distribution is obtained with a shift in the SM value of Re(C9) by
�0.99+0.25

�0.21. The tension observed in any such fit will depend on the e↵ective coupling(s)
varied, the handling of the SM nuisance parameters and the q2 bins that are included in
the fit. For example, the 6.0 < q2 < 8.0GeV2/c4 bin is known to be associated with larger
theoretical uncertainties [46]. Neglecting this bin, a Flavio fit gives a tension of 2.4 �
using the observables from Ref. [1] and 2.7 � tension with the measurements reported
here.

In summary, using 4.7 fb�1 of pp collision data collected with the LHCb experiment
during the years 2011, 2012 and 2016, a complete set of CP -averaged angular observables
has been measured for the B0! K⇤0µ+µ� decay. These are the most precise measurements
of these quantities to date.
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Figure 3: Results for the CP -averaged angular observables S3, S4 and S7–S9 in bins of q2. The
data are compared to SM predictions based on the prescription of Refs. [43, 44].
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data are compared to SM predictions based on the prescription of Refs. [43, 44].
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written as

1

d(�+ �̄)/dq2
d4(�+ �̄)

dq2 d~⌦

����
P

=
9

32⇡

h
3
4(1� FL) sin

2 ✓K + FL cos
2 ✓K

+1
4(1� FL) sin

2 ✓K cos 2✓l

�FL cos
2 ✓K cos 2✓l + S3 sin

2 ✓K sin2 ✓l cos 2�

+S4 sin 2✓K sin 2✓l cos�+ S5 sin 2✓K sin ✓l cos�

+4
3AFB sin2 ✓K cos ✓l + S7 sin 2✓K sin ✓l sin�

+S8 sin 2✓K sin 2✓l sin�+ S9 sin
2 ✓K sin2 ✓l sin 2�

i
,

(1)

where FL is the fraction of the longitudinal polarisation of the K⇤0 meson, AFB is
the forward-backward asymmetry of the dimuon system and Si are other CP -averaged
observables [1]. The K+⇡� system can also be in an S-wave configuration, which modifies
the angular distribution to

1

d(�+ �̄)/dq2
d4(�+ �̄)

dq2 d~⌦

����
S+P

= (1� FS)
1

d(�+ �̄)/dq2
d4(�+ �̄)

dq2 d~⌦

����
P

+
3

16⇡
FS sin

2 ✓l

+
9

32⇡
(S11 + S13 cos 2✓l) cos ✓K

+
9

32⇡
(S14 sin 2✓l + S15 sin ✓l) sin ✓K cos�

+
9

32⇡
(S16 sin ✓l + S17 sin 2✓l) sin ✓K sin� ,

(2)

where FS denotes the S-wave fraction and the coe�cients S11, S13–S17 arise from in-
terference between the S- and P-wave amplitudes. Throughout this letter, FS and the
interference terms between the S- and P-wave are treated as nuisance parameters.

Additional sets of observables, for which the leading B0 ! K⇤0 form-factor uncertain-
ties cancel, can be built from FL, AFB and S3–S9. Examples of such optimised observables
include the P (0)

i series of observables [47]. The notation used in this letter again follows
Ref. [1], for example P 0

5 = S5/
p
FL(1� FL).

The LHCb detector is a single-arm forward spectrometer covering the pseudorapidity
range 2 < ⌘ < 5, described in detail in Refs. [48, 49]. The detector includes a vertex
detector surrounding the proton-proton interaction region, tracking stations on either
side of a dipole magnet, ring-imaging Cherenkov (RICH) detectors, electromagnetic and
hadronic calorimeters and muon chambers.

Simulated signal events are used in this analysis to determine the impact of the detector
geometry, trigger, reconstruction and candidate selection on the angular distribution of
the signal. The simulation is produced using the software described in Refs. [50–55].
Corrections derived from the data are applied to the simulation to account for mismodelling
of the charge multiplicity of the event, B0 momentum spectrum and B0 vertex quality.
Similarly, the simulated particle identification (PID) performance is corrected to match
that determined from control samples selected from the data [56, 57].
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Outline

• CC: b→cl-ν
– R(D(*))

• FCNC: b→sl+l-

– Bs0→µ+µ-

– Decay rates

– Angular analyses

– Lepton flavour ratios

• Effective couplings

• Prospects
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Intermezzo: Effective couplings

• Historical example

GF

2
=

g2

8MW
2

• Both are correct, depending on the energy scale you consider
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Intermezzo: Effective couplings

• Historical example

• Analog: Flavour-changing neutral current
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Intermezzo: Effective couplings

• Analog: Flavour-changing neutral current

• Effective coupling can be of various “kinds”
– Vector coupling: C9

– Axial coupling: C10

– Left-handed coupling (V-A): C9-C10

– Right-handed (to quarks): C9’, C10’, …

– …

Furthermore, in inclusive semi–leptonic decays of heavy quarks QCD corrections resulting

from real gluon emission can be calculated perturbatively. These issues are discussed by

Neubert in a separate chapter in this book.

The non–leptonic decays such as K → ππ or B → DK are more complicated to

analyze and to calculate because the factorization of a given matrix element of a four–

fermion operator into the product of current matrix elements is no longer true. Indeed

now the gluons can connect the two quark currents (fig. 10c), and in addition the diagrams

of fig. 10d contribute. The breakdown of factorization in non–leptonic decays is present

both at short and long distances simply because the effects of strong interactions are

felt both at large and small momenta. At large momenta, however, the QCD coupling

constant is small and the non–factorizable contributions can be studied in perturbation

theory. In order to accomplish this task, one has to separate first short distance effects

from long distance effects. This is most elegantly done by means of the operator product

expansion approach (OPE) combined with the renormalization group. In order to discuss

these methods we have to say a few words about the effective field theory picture which

underlies our discussion presented so far.

2.5.2 Effective Field Theory Picture

The basic framework for weak decays of hadrons containing u, d, s, c and b quarks is the

effective field theory relevant for scales µ " MW ,MZ ,mt. This framework, as we have

seen above, brings in local operators which govern “effectively” the transitions in question.

From the point of view of the decaying hadrons containing the lightest five quarks this is

the only correct picture we know and also the most efficient one for studying the presence

of QCD. Furthermore it represents the generalization of the Fermi theory as formulated

by Sudarshan and Marshak [21] and Feynman and Gell-Mann [22] forty years ago.

Indeed the simplest effective Hamiltonian without QCD effects that one would find

from the first diagram of fig. 11 is (see (2.14))

H0
eff =

GF√
2
VcbV

∗
cs(c̄b)V −A(s̄c)V −A , (2.51)

where GF is the Fermi constant, Vij are the relevant CKM factors and

(c̄b)V −A(s̄c)V −A ≡ (c̄γµ(1 − γ5)b)(s̄γµ(1 − γ5)c) = Q2 (2.52)

is a (V −A) · (V −A) current-current local operator usually denoted by Q2. The situation

in the Standard Model is, however, more complicated because of the presence of additional

interactions which effectively generate new operators. These are in particular the gluon,

photon and Z0-boson exchanges and internal top contributions as we have seen above.

Some of the elementary interactions of this type are shown this time for B decays in fig. 11.

Consequently the relevant effective Hamiltonian for B-meson decays involves generally

several operators Qi with various colour and Dirac structures which are different from Q2.

Moreover each operator is multiplied by a calculable coefficient Ci(µ):

Heff =
GF√

2
VCKM

∑

i

Ci(µ)Qi, (2.53)

20See e.g. Buras & Fleischer, hep-ph/9704376
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This decay is described by 

3 angles (�l ,�K ,!) and the di-muon 
invariant mass squared (q2)

B0—>K*mm

Intermezzo: Effective couplings

• C7 (photon), C9 (vector) and C10 (axial) couplings hide everywhere:

38



Coherent pattern
arXiv:2012.13241: B+→ K*+µ+µ- arXiv:2107.13428: B0

s→ φµ+µ-arXiv:2003.04831: B0→ K*0µ+µ-
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Figure 3: CP -averaged angular observables FL and S3,4,7 and CP -asymmetries ACP
FB and A5,8,9

shown by black crosses, overlaid with the SM prediction [46–49] as blue boxes, where available.
The grey crosses indicate the results from Ref. [4]. The grey bands indicate the regions of the
charmonium resonances and the B0

s ! �� region.
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Martino Borsato - Heidelberg U.

Hadronic uncertainties: charm loops

I important for resonance
regions (charmonia)

I SM effect contributing to C�`

I depends on q�, lepton univ.
I quark-hadron duality approx

at large q� (syst of few %) B M

`+

`�

Oi

cc̄

3

Several approaches agree at low-q�

I LCSR estimates [Khodjamirian, Mannel, Pivovarov, Wang; Gubenari, Van Dyk]

(see talk by Gubenari)
I order of magnitude estimate for the �ts (LCSR or ⇤/mb), check with bin-by-bin

�ts QM: we include a nuisance parameter si to allow for
constructive/destructive interference between charm and short-distance

for each amplitude widening theo uncertainties [Crivellin, Capdevila, SDG, Hofer, Matias;

Straub, Altmannshoffer; Hurth, Mahmoudi]
I �t of sum of resonances to the data [Blake, Egede, Owen, Pomery, Petridis]
I dispersive representation + J/ , (�S) data [Bobeth, Chrzaszcz, van Dyk, Virto]

Is charm-loop overestimated instead of underestimated?

J. Matias & P. Stangl (UAB & U. Bern) Beyond the Flavour Anomalies, �� April ���� ��/��

 angular analysesb → sμμ
๏ Several groups performed fits to

 results (and more)
• Varying all relevant effective couplings
• Taking into account Theo. and exp. 

uncertainties and correlations

๏ Simple fits of vector coupling  
reported with LHCb  angular 
analyses give consistent results

๏ Theory uncertaities under scrutiny
• Special attention to the role of non-

local charmonium loops
• Could cause a shift in SM 

b → sμμ

C9
b → sμμ

C9

13

°3 °2 °1 0 1
¢Re(C9)

Bs ! ¡µ+µ°
B+ ! K§+µ+µ°
B0 ! K§0µ+µ° 3.3σ 

3.1σ 

1.9σ 

Private compilation of the Flavio fits results  
presented in from PRL 125(2020)011802, 
PRL 126(2021)161802, LHCb-PAPER-2021-022

Re(C9 − CSM
9 )

A growing number of global fits:
Algueró et al: arXiv:2104.08921

Altmannshofer et al: arXiv:2103.13370
Ciucchini et al: arXiv:1903.09632

Geng et al arXiv:2103.12738 
Hurth et al: arXiv:2104.10058

Kowalska et al: arXiv:1903.10932
and more…

Stay tuned for the 
discussion in the 

next talk and 
tomorrow

From: Martino Borsato, Flavour Anomaly Workshop, 
20 Oct 2021, https://indico.cern.ch/event/1055780/

http://arxiv.org/abs/2012.13241
http://arxiv.org/abs/2107.13428
http://arxiv.org/abs/2003.04831
https://indico.cern.ch/event/1055780/


Coherent pattern
Model independent fits:

• C9
NP deviates from 0 by >4σ 

• Independent fits by many groups favour:
§ C9

NP=-1       or

§ C9
NP=-C10

NP

ØAll measurements (175) agree with a single (simple?) shift…

SM
NP=V

NP=(V-A)

C10
NP

0

A
ltm

annshofer &
 S

tangle, arX
iv:2103.13370

Similar improvement of fit  
for both scenario’s

b ! sµµ LFU, Bs ! µµ all rare B decays

Wilson coe�cient best fit pull best fit pull best fit pull

C
bsµµ
9 �0.91+0.18

�0.17 4.9� �0.74+0.20
�0.21 4.1� �0.82+0.14

�0.14 6.2�

C
bsµµ
10 +0.51+0.23

�0.24 2.0� +0.60+0.14
�0.13 4.7� +0.56+0.12

�0.12 4.9�

C
0bsµµ
9 +0.55+0.26

�0.25 2.2� �0.31+0.16
�0.17 2.0� �0.09+0.13

�0.13 0.7�

C
0bsµµ
10 �0.15+0.16

�0.16 0.9� +0.05+0.12
�0.12 0.4� +0.01+0.10

�0.09 0.1�

C
bsµµ
9 = C

bsµµ
10 �0.41+0.15

�0.15 2.7� +0.43+0.18
�0.18 2.5� �0.06+0.11

�0.11 0.5�

C
bsµµ
9 = �C

bsµµ
10 �0.65+0.12

�0.12 4.9� �0.35+0.08
�0.08 4.7� �0.43+0.07

�0.07 6.2�

C
bsee
9 +0.74+0.20

�0.19 4.1� +0.75+0.20
�0.19 4.1�

C
bsee
10 �0.67+0.17

�0.18 4.2� �0.66+0.16
�0.17 4.3�

C
0bse
9 +0.35+0.18

�0.17 2.1� +0.39+0.19
�0.18 2.3�

C
0bsee
10 �0.31+0.16

�0.16 2.0� �0.29+0.15
�0.16 2.0�

C
bsee
9 = C

bsee
10 �1.40+0.26

�0.26 4.0� �1.28+0.24
�0.23 4.1�

C
bsee
9 = �C

bsee
10 +0.37+0.10

�0.10 4.2� +0.37+0.10
�0.10 4.3�

⇣
C

bsµµ
S = �C

bsµµ
P

⌘
⇥ GeV �0.004+0.002

�0.002 2.2� �0.003+0.002
�0.002 1.5�

⇣
C

0bsµµ
S = C

0bsµµ
P

⌘
⇥ GeV �0.004+0.002

�0.002 2.2� �0.003+0.002
�0.002 1.5�

Table 1: Best-fit values with corresponding 1� ranges as well as pulls in sigma between

the best-fit point and the SM point for scenarios with NP in a single real Wilson

coe�cient. Column “b ! sµµ”: fit including only the b ! sµµ observables

(branching ratios and angular observables). Column “LFU, Bs ! µµ”: fit

including only the neutral current LFU observables (RK(⇤) , DP 0
4,5

) and BR(Bs !
µ
+
µ
�). In column “all rare B decays”, we show the results of the combined

fit. For the scalar Wilson coe�cients, the SM-like solution is shown, while a

sign-flipped solution is also allowed [38].

10

b ! sµµ LFU, Bs ! µµ all rare B decays

Wilson coe�cient best fit pull best fit pull best fit pull

C
bsµµ
9 �0.91+0.18

�0.17 4.9� �0.74+0.20
�0.21 4.1� �0.82+0.14

�0.14 6.2�

C
bsµµ
10 +0.51+0.23

�0.24 2.0� +0.60+0.14
�0.13 4.7� +0.56+0.12

�0.12 4.9�

C
0bsµµ
9 +0.55+0.26

�0.25 2.2� �0.31+0.16
�0.17 2.0� �0.09+0.13

�0.13 0.7�

C
0bsµµ
10 �0.15+0.16

�0.16 0.9� +0.05+0.12
�0.12 0.4� +0.01+0.10

�0.09 0.1�

C
bsµµ
9 = C

bsµµ
10 �0.41+0.15

�0.15 2.7� +0.43+0.18
�0.18 2.5� �0.06+0.11

�0.11 0.5�

C
bsµµ
9 = �C

bsµµ
10 �0.65+0.12

�0.12 4.9� �0.35+0.08
�0.08 4.7� �0.43+0.07

�0.07 6.2�

C
bsee
9 +0.74+0.20

�0.19 4.1� +0.75+0.20
�0.19 4.1�

C
bsee
10 �0.67+0.17

�0.18 4.2� �0.66+0.16
�0.17 4.3�

C
0bse
9 +0.35+0.18

�0.17 2.1� +0.39+0.19
�0.18 2.3�

C
0bsee
10 �0.31+0.16

�0.16 2.0� �0.29+0.15
�0.16 2.0�

C
bsee
9 = C

bsee
10 �1.40+0.26

�0.26 4.0� �1.28+0.24
�0.23 4.1�

C
bsee
9 = �C

bsee
10 +0.37+0.10

�0.10 4.2� +0.37+0.10
�0.10 4.3�

⇣
C

bsµµ
S = �C

bsµµ
P

⌘
⇥ GeV �0.004+0.002

�0.002 2.2� �0.003+0.002
�0.002 1.5�

⇣
C

0bsµµ
S = C

0bsµµ
P

⌘
⇥ GeV �0.004+0.002

�0.002 2.2� �0.003+0.002
�0.002 1.5�

Table 1: Best-fit values with corresponding 1� ranges as well as pulls in sigma between

the best-fit point and the SM point for scenarios with NP in a single real Wilson

coe�cient. Column “b ! sµµ”: fit including only the b ! sµµ observables

(branching ratios and angular observables). Column “LFU, Bs ! µµ”: fit

including only the neutral current LFU observables (RK(⇤) , DP 0
4,5

) and BR(Bs !
µ
+
µ
�). In column “all rare B decays”, we show the results of the combined

fit. For the scalar Wilson coe�cients, the SM-like solution is shown, while a

sign-flipped solution is also allowed [38].

10

40C9
NP

0

NB: p-value SM hypothesis ~0.5%



Coherent pattern
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Martino Borsato - Heidelberg U.

Hadronic uncertainties: charm loops

I important for resonance
regions (charmonia)

I SM effect contributing to C�`

I depends on q�, lepton univ.
I quark-hadron duality approx

at large q� (syst of few %) B M

`+

`�

Oi

cc̄

3

Several approaches agree at low-q�

I LCSR estimates [Khodjamirian, Mannel, Pivovarov, Wang; Gubenari, Van Dyk]

(see talk by Gubenari)
I order of magnitude estimate for the �ts (LCSR or ⇤/mb), check with bin-by-bin

�ts QM: we include a nuisance parameter si to allow for
constructive/destructive interference between charm and short-distance

for each amplitude widening theo uncertainties [Crivellin, Capdevila, SDG, Hofer, Matias;

Straub, Altmannshoffer; Hurth, Mahmoudi]
I �t of sum of resonances to the data [Blake, Egede, Owen, Pomery, Petridis]
I dispersive representation + J/ , (�S) data [Bobeth, Chrzaszcz, van Dyk, Virto]

Is charm-loop overestimated instead of underestimated?

J. Matias & P. Stangl (UAB & U. Bern) Beyond the Flavour Anomalies, �� April ���� ��/��

 angular analysesb → sμμ
๏ Several groups performed fits to

 results (and more)
• Varying all relevant effective couplings
• Taking into account Theo. and exp. 

uncertainties and correlations

๏ Simple fits of vector coupling  
reported with LHCb  angular 
analyses give consistent results

๏ Theory uncertaities under scrutiny
• Special attention to the role of non-

local charmonium loops
• Could cause a shift in SM 

b → sμμ

C9
b → sμμ

C9

13

°3 °2 °1 0 1
¢Re(C9)

Bs ! ¡µ+µ°
B+ ! K§+µ+µ°
B0 ! K§0µ+µ° 3.3σ 

3.1σ 

1.9σ 

Private compilation of the Flavio fits results  
presented in from PRL 125(2020)011802, 
PRL 126(2021)161802, LHCb-PAPER-2021-022

Re(C9 − CSM
9 )

A growing number of global fits:
Algueró et al: arXiv:2104.08921

Altmannshofer et al: arXiv:2103.13370
Ciucchini et al: arXiv:1903.09632

Geng et al arXiv:2103.12738 
Hurth et al: arXiv:2104.10058

Kowalska et al: arXiv:1903.10932
and more…

Stay tuned for the 
discussion in the 

next talk and 
tomorrow

From: Martino Borsato, Flavour Anomaly Workshop, 
20 Oct 2021, https://indico.cern.ch/event/1055780/

T. Blake

Interpretation of global fits

7

Optimist’s view point Pessimist’s view point

Vector-like contribution could 
come from new tree level 
contribution from a Z’ with a 
mass of a few TeV (the Z’ will 
also contribute to mixing, a 
challenge for model builders)

Vector-like contribution could 
point to a problem with our 
understanding of QCD, e.g. 
are we correctly estimating 
the contribution for charm 
loops that produce dimuon 
pairs via a virtual  photon. 

More work needed from experiment/theory to disentangle the two

• Charm loop effects could also cause a shift in C9

https://indico.cern.ch/event/1055780/


Ratio of decay rates
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Measurement Strategy

RK =
B(B+ ! K+µ+µ�)

B(B+ ! K+J/ (µ+µ�))

�
B(B+ ! K+e+e�)

B(B+ ! K+J/ (e+e�))
=

Nrare
µ+µ�"

J/ 
µ+µ�

NJ/ 
µ+µ�"

rare
µ+µ�

⇥
NJ/ 

e+e�
"rare
e+e�

Nrare
e+e�

"
J/ 
e+e�

! RK is measured as a double ratio to cancel out most systematics

⌘ Rare and J/ modes share identical selections

apart from cut on q2

⌘ Yields determined from a fit to the invariant

mass of the final state particles

⌘ Efficiencies computed using simulation that is

calibrated with control channels in data

d�

dq2

q2[4m(`)2
]

B+
! K+ (2S)(`+`�)

B+
! K+J/ (1S)(`+`�)

B+
! K+`+`�

R

(q2 ⌘ dilepton invariant mass squared)

K.A. Petridis (UoB) Test of LFU at LHCb March 2021 10 / 20
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• Theoretically “clean”

• Experimentally
– Signal yields

– Backgrounds

– Electron reconstruction

– Efficiencies cancel in ratio

– Belle II: good electron reconstruction

– LHCb: large B sample

RK (L�iX S?vbX R3- kddĜk3k UkykkV)

]2c [MeV/)−µ+µ+m(K
5200 5300 5400 5500 5600

)2 c
C

an
di

da
te

s /
 (7

 M
eV

/

0

100

200

300

400

500

600
-1Data 9 fb

Total fit
−µ+µ+ K→+B

Combinatorial

LHCb

]2c [MeV/)−e+e+m(K
5000 5500 6000

)2 c
C

an
di

da
te

s /
 (2

4 
M

eV
/

0
20
40
60
80

100
120
140
160
180
200
220
240

-1Data 9 fb
Total fit

−e+e+ K→+B
+)K−e+(eψ J/→+B

Part. Reco.
Combinatorial

LHCbI .2+�v, B+
! K+`+`�

I J2�bm`2/ BM q2 2 [1.1, 6.0]GeV2/c4

I _mM R �M/ _mM k /�i�b2i U9 fb�1)

I JQbi �#mM/�Mi G6l KQ/2
o�HB/�iBQM
I rJ/ = 0.981± 0.020 Ubi�iX � bvbiXV
I R (2S) = 0.997± 0.011 Ubi�iX � bvbiXV

_2bmHi
I RK = 0.846+0.042

�0.039 (stat.)
+0.013
�0.012 (syst.)

I h2MbBQM Q7 3.1� rBi? i?2 aJ

a2#�biB�M a+?KBii Rd
Ry



Ratio of decay rates
Kee Kµµ

B+→ K+µ+µ-

B0→ KS0µ+µ-

B+→ K*+µ+µ-

B0→ K*0µ+µ-

B0→ K*0µ+µ-

PM i?2 RK �M/ RK⇤0 lT/�i2

0 1 2 3 4 5 6

q2 (GeV2/c4)

0.5

0.6

0.7

0.8

0.9

1.0

1.1R

G>*# T`Bp�i2 +QKTBH�iBQM

RK (L�iX S?vbX R3- kddĜk3k UkykkV)
RK0

S
(S_G Rk3- LQX RN)

RK⇤+ (S_G Rk3- LQX RN)

RpK (C>1S y8 UkykyV y9y)
RK⇤0 (C>1S y3 UkyRdV y88)

I qQ`FBM; QM mMB}2/ �M�HvbBb Q7 RK

�M/ RK⇤0

I qBHH T`QpB/2 }M�H _mM R �M/ _mM k
`2bmHib

I 1zQ`ib H2�/ iQ � /22T2` mM/2`bi�M/BM;
Q7 i?2 G6l K2�bm`2K2Mib

I h?Bb rBHH #2 `2~2+i2/ BM i?2 `2bmHib
I qQ`F Bb ?B;? T`BQ`Biv 7Q` i?2

+QHH�#Q`�iBQM
I q2 �TT`2+B�i2 vQm` T�iB2M+2 mMiBH i?2

`2bmHib #2+QK2 �p�BH�#H2

a2#�biB�M a+?KBii Rd
Re
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rJ/ψ

44

• Test efficiencies are understood in all kinematic regions by 
checking rJ/ψ is flat 

• Flatness of rJ/ψ 2D plots gives confidence that efficiencies are 
understood

Cross-check: Measurement of rJ/ 

⌘ To ensure that the efficiencies are under control, check

rJ/ =
B(B+

! K+J/ (µ+µ�))

B(B+ ! K+J/ (e+e�))
= 1,

known to be true within 0.4% [Particle Data Group].
! Very stringent check, as it requires direct control of muons vs electrons.

⌘ Result:
rJ/ = 0.981 ± 0.020 (stat + syst)

⌘ Checked that the value of rJ/ is compatible with unity for new and previous
datasets and in all trigger samples.

K.A. Petridis (UoB) Test of LFU at LHCb March 2021 13 / 20

[LHCb-PAPER-2021-004]

LHCb Coll, arXiv:2103.11769

http://arxiv.org/abs/2103.11769


• We are working on a unified analysis of B+→K+l+l- and B0→K*0l+l- decay ratios 
with electron and muon final states 

– Final Run-1 and 2 results on these key b→sll LFNU observables

– Important checks in the absence of competitive results from other experiments

• Will lead to a deeper understanding of our LFNU measurements and will be 
reflected in our final results

Analyses – where are we?

Liverpool – 7 Nov 2022

Analysis Run 1
2011-2012

Run 
2015-2016

2
2017-2018

B(s) →µµ ✔ ✔ ✔

B0→K0*µµ (ang) ✔ ✔

B+
/(s)→K*+/φµµ 

(ang)
✔ ✔ ✔

RK ✔ ✔ ✔

RK* (RX) ✔

RpK ✔ ✔

RKS,RK*+ ✔ ✔ ✔

Rφ,Kππ,π,Λ

R(D*) ✔

R(D) ✔

R(Λc) ✔ ✔ ✔

+ many others ... … …

... … … …
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Outline

• CC: b→cl-ν 
– R(D(*))

• FCNC: b→sl+l-

– Bs0→µ+µ-

– Decay rates

– Angular analyses

– Lepton flavour ratios

• Effective couplings

• Prospects
– Belle-II

– LHCb Upgrade 1

– LHCb Upgrade 2

Liverpool – 7 Nov 2022 46



Future Plans

2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 2033 2034 2035+

Run III Run IV Run V

LS2 LS3 LS4

LHCb 40 MHz 
UPGRADE I

L = 2 x 1033 LHCb 
Consolidate 

L = 2 x 1033
50 fb-1

LHCb
UPGRADE II

L=1-2x1034
300 fb-1

ATLAS
Phase I Upgr L = 2 x 1034

ATLAS 
Phase II UPGRADE

HL-LHC
L = 5 x 1034

HL-LHC
L = 5x1034

CMS
Phase I Upgr

300 fb-1 CMS  
Phase II UPGRADE

3000 fb-1

Belle II L = 3 x 1035 7 ab-1 L = 6 x 1035 50 ab-1

LHC schedule: 

https://lhc-commissioning.web.cern.ch/schedule/LHC-long-term.htm

47Liverpool – 7 Nov 2022

https://lhc-commissioning.web.cern.ch/schedule/LHC-long-term.htm


LHCb: VELO

Liverpool – 7 Nov 2022
48

F. Blanc, ICHEP 2022

• Vertex pixel detector, 5mm from beam 
- innovative microchannel CO2 cooling 

• Installation completed in May 
• Commissioning progressing very well! 

- in process of calibration, time and 
spatial alignment, tuning, 
while maintaining detector safety

20

Upgrade I: VELO

13

The new VELO
• Pixel detector  5 mm from the beam, with 

innovative micro channel cooling

LHCC-2013-021

• Test of first-half disrupted by omicron 
wave in December 2021, installed in 
March and now being commissioned

• Cooling leak delayed second half, 
transported at CERN end of April and 
installed last Friday, in time for 2022 data 
taking

VELO side-C installation

FULL VELO IN: critical milestone!!!

VELO side-A installation
VELO installation

13

The new VELO
• Pixel detector  5 mm from the beam, with 

innovative micro channel cooling

LHCC-2013-021

• Test of first-half disrupted by omicron 
wave in December 2021, installed in 
March and now being commissioned

• Cooling leak delayed second half, 
transported at CERN end of April and 
installed last Friday, in time for 2022 data 
taking

VELO side-C installation

FULL VELO IN: critical milestone!!!

VELO side-A installation

13

The new VELO
• Pixel detector  5 mm from the beam, with 

innovative micro channel cooling

LHCC-2013-021

• Test of first-half disrupted by omicron 
wave in December 2021, installed in 
March and now being commissioned

• Cooling leak delayed second half, 
transported at CERN end of April and 
installed last Friday, in time for 2022 data 
taking

VELO side-C installation

FULL VELO IN: critical milestone!!!

VELO side-A installation

CERN-LHCC-2013-021



LHCb: Tracker
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LHCb: Ring Imaging Cherenkov

Liverpool – 7 Nov 2022

First rings in RICH2
during LHC test Oct 2021

50



LHCb: Calorimeter & Muon detector 

Liverpool – 7 Nov 2022

New CALO 
frontend and 
control boards

MUON Station 2
Hit map during 
machine test Oct 
2021

51



First data at 13.6 TeV

Liverpool – 7 Nov 2022

F. Blanc, ICHEP 2022 25

First data at 13.6TeV
First 13.6 TeV event display

F.Blanc, ICHEP, 11 July 2022



Future Plans
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Taken from Archilli & Altmannshofer (2206.11331) 60

Exploring the next decades of flavour

Run 1

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2051...2032 2033 2034 2035 2039

LS1 Run2 LS2 Run3 LS3

2028 2029 2030 2031 2038 2040

CEPC

FCC-ee

Run4 LS4 Run5

Large Hadron Collider (LHC) High Luminosity LHC (HL-LHC)

SuperKEKB

7 TeV 8 TeV 13 TeV 13.6 TeV 14 TeV

LHCb

ATLAS/CMS
9 fb–1

190 fb–1

35 fb–1

450 fb–1

300 fb–1

3000 fb–1
GPD

LS1 LS2

Belle II 400 fb–1 7 ab–1 50 ab–1

BEPCII

BESIII
3 fb–1 @ √s = 3.773 GeV 
3 fb–1 @ √s = 4.178 GeV 
3 fb–1 @ √s = 4.64 GeV

20 fb–1 @ √s = 3.773 GeV 
6 fb–1 @ √s = 4.178 GeV 
5 fb–1 @ √s = 4.64 GeV

STCF

1 ab–1 @ √s = 3.773 GeV 
…

Upgrade I Upgrade Ib Upgrade II

Figure 1: Timelines of the main experiments performing precision measurements on rare b and c processes. The integrated
luminosities already collected and expected are taken from Refs. [50–52]. FCC-ee is placed in the same row of the LHC
timeline since this project can limit the lifetime of the LHC datataking. CEPC collider expected timeline is taken from
Ref. [53]. BESIII experiment timeline and future tau-charm factory timelines relevant for the charm physics program are
taken from Ref. [54] and Ref. [55] respectively.

9

Numbers are indicative, for official projections 
from collaborations see next slides.

Archilli, Altmannshofer, arXiv:2206.11331
53



Future Plans

Liverpool – 7 Nov 202220

Planning for Upgrade II
Upgrade IIUpgrade I

Upgrade II

• Lpeak = 1.5x1034 cm-2 s-1

•  Lint = ~300 fb-1 during 
Run 5 & 6 

Upgrade II

2033-

• Fully exploit the HL-LHC 
for flavour physics

 Framework TDR  approved by LHCC

LHCC-2021-012

• Targeting same detector performance as in Run 3, but with pile-up ~40!

•Subdetector TDRs at beginning of LS3

• New detector technologies  (e.g. precision timing, low-cost monolithic 
pixels)  pathfinder for future projects beyond the LHC

P. Collins, Fri 15:27

New collaborators welcomed! 54

EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (CERN)

CERN-LHCC-2021-012
LHCb TDR 23

24 February 2022

Framework TDR for the LHCb Upgrade II

Opportunities in flavour physics,
and beyond, in the HL-LHC era

The LHCb collaboration

Abstract

This document is the Framework Technical Design Report for the Upgrade II of the LHCb experiment,
which is proposed for the long shutdown 4 of the LHC. The upgraded detector will operate at a
maximum luminosity of 1.5 ⇥ 1034 cm�2s�1, with the aim of integrating ⇠ 300 fb�1 through the lifetime
of the high-luminosity LHC (HL-LHC). The collected data will allow to fully exploit the flavour-physics
opportunities of the HL-LHC, probing a wide range of physics observables with unprecedented accuracy.
In particular, the new physics mass scale probed, for fixed couplings, will almost double as compared
with the pre-HL-LHC era.

The accomplishment of this ambitious programme will require that the current detector performance
is maintained at the maximum expected pile-up of ⇠40, and even improved in certain specific domains.
To meet this challenge, it is foreseen to replace all of the existing spectrometer components to increase
the granularity, reduce the amount of material in the detector and to exploit the use of new technologies
including precision timing of the order of a few tens of picoseconds. The design options for each sub-
detector are discussed, and the ongoing e↵orts to face the associated technology challenges. For the first
time, elements of the environmental impact of the project are considered. Finally, details are given about
the project schedule, the cost envelope and the participating institutes.

LHCb-TDR-023

Approved by LHCC, 2022



Magnet Station  new

VELO pixel
• Add Timing
• New RF-foil
• 3D, LGADs, 28nm

Mighty Tracker
• MAPS pixel and Scintillating fibers

UT pixel
• MAPS, radiation tolerant

Planning for Upgrade II: Tracking



RICH1 and RICH 2
• Reduced pixel size
• Add timing information
• SiPM, MCP

TORCH new
•TOF – quartz 
•MCP

56

Planning for Upgrade II: PID detectors

Muon
• µ-RWELL for inner regions
• MWPC for outer regions (recycles)

ECAL
• Space & time segmentation
• SPACAL with rad hard crystals
• Timing layer with MCP or Si
• W-Si sampling



Summary

• Precision measurements to scrutinize the Standard Model

• Precision measurements reach very high mass scales

• Precision measurements are statistically limited

• Lots of opportunities to contribute to R&D

Liverpool – 7 Nov 2022 57
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Backups
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Magnet Station  new

VELO pixel
• Add Timing
• New RF-foil
• 3D, LGADs, 28nm

Mighty Tracker
• MAPS pixel and Scintillating fibers

UT pixel
• MAPS, radiation tolerant

Planning for Upgrade II: Tracking
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RICH1 and RICH 2
• Reduced pixel size
• Add timing information
• SiPM, MCP

TORCH new
•TOF – quartz 
•MCP

60

Planning for Upgrade II: PID detectors

Muon
• µ-RWELL for inner regions
• MWPC for outer regions (recycles)

ECAL
• Space & time segmentation
• SPACAL with rad hard crystals
• Timing layer with MCP or Si
• W-Si sampling



Planning for Upgrade II: Testbeam

• Activities for RICH, VELO, ECAL, MUON

• Lots of opportunities for R&D in coming decade!

Liverpool – 7 Nov 2022

RICH

Timepix4 telescope

Timespot

MightyPix Setup

61



Bs
0→µ+µ- (LHCb)

• More observables accessible

• New Physics can lead to different CP structure of final state
– Affects the mix of long and short-living Bs0 mesons 

Liverpool – 7 Nov 2022
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FIG. 1: Current constraints in the |P |–|S| plane and illus-

tration of those following from a future measurement of the

e↵ective Bs ! µ+µ�
lifetime yielding the A�� observable.

0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4
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S )
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10,C
(�)
P )

|S|, �S free; |P | = 1; �P = 0

�P free; |S| = 0; |P | = 1 ± 10%

Excluded at 95% C.L.

FIG. 2: Illustration of allowed regions in the R–A�� plane

for scenarios with scalar or non-scalar NP contributions.

to (30). In Fig. 2, we illustrate the situation in the ob-
servable space of the R–A�� plane. It will be interesting
to complement these model-independent considerations
with a scan of popular specific NP models.

Let us finally note that the formalism discussed above
can also straightforwardly be applied to Bs(d) ! ⌧

+
⌧
�

decays where the polarizations of the ⌧ leptons can be

inferred from their decay products [10]. This would allow
an analysis of (13), where non-vanishing C� observables
would unambiguously signal the presence of the scalar S
term. Unfortunately, these measurements are currently
out of reach from the experimental point of view.

VI. CONCLUSIONS

The recently established width di↵erence ��s implies
that the theoretical B0

s ! µ
+
µ
� branching ratio in (1)

has to be rescaled by 1/(1� ys) for the comparison with
the experimental branching ratio, giving the SM refer-
ence value of (3.5± 0.2)⇥ 10�9. The possibility of NP in
the decay introduces an additional relative uncertainty
of ±9% originating from A�� 2 [�1,+1].
The e↵ective Bs ! µ

+
µ
� lifetime ⌧µ+µ� o↵ers a new

observable. On the one hand, it allows us to take into
account the Bs width di↵erence in the comparison be-
tween theory and experiments. On the other hand, it
also provides a new, theoretically clean probe of NP. In
particular, ⌧µ+µ� may reveal large NP e↵ects, especially
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+
`
� densities of four-

fermion operators originating from the physics beyond
the SM, even in the case that the B0

s ! µ
+
µ
� branching

ratio is close to the SM prediction.
The determination of ⌧µ+µ� appears feasible with the

large data samples that will be collected in the high-
luminosity running of the LHC with upgraded experi-
ments and should be further investigated, as this mea-
surement would open a new era for the exploration of
Bs ! µ

+
µ
� at the LHC, which may eventually allow

the resolution of NP contributions to one of the rarest
weak decay processes that Nature has to o↵er.
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Figure 2: The dimuon invariant mass distributions with the fit models used to perform the
background subtraction superimposed (top row) and the background-subtracted decay time
distributions with the fit model used to determine the B0

s ! µ+µ� e↵ective lifetime superimposed
(bottom row). The distributions in the low and high BDT bins are shown in the left and right
columns respectively.

with the fit function superimposed [44]. The e↵ective lifetime is found to be 2.07± 0.29±248

0.03 ps, where the first uncertainty is statistical and the second systematic. This value lies249

outside the physical range and is consistent with both the heavy and light mass eigenstate250

lifetimes at 1.5 and 2.2 standard deviations respectively.251

To summarise, an improved measurement of the rare decay B0
s ! µ+µ� and a search for252

B0! µ+µ� and B0
s ! µ+µ�� decays has been performed in pp collision data corresponding253

to a total integrated luminosity of 9.0 fb�1. The data lead to a time-integrated B0
s ! µ+µ�

254

branching fraction measurement of
�
3.09+0.48

� 0.45

�
⇥ 10�9 under the Aµµ

��s
= 1 hypothesis,255

and to an improved measurement of the B0
s ! µ+µ� e↵ective lifetime, 2.07±0.29±0.03 ps.256

No evidence for B0 ! µ+µ� and B0
s ! µ+µ�� signals is found, and the upper limits257

B(B0! µ+µ�) < 2.6⇥ 10�10 and B(B0
s ! µ+µ��)mµµ>4.9GeV/c2 < 2.0⇥ 10�9 at 95% CL258

are set. The results are in agreement with the SM predictions and further constrain259

possible New Physics contributions to these observables.260

Acknowledgements261

We express our gratitude to our colleagues in the CERN accelerator departments for the262

excellent performance of the LHC. We thank the technical and administrative sta↵ at the263

LHCb institutes. We acknowledge support from CERN and from the national agencies:264

CAPES, CNPq, FAPERJ and FINEP (Brazil); MOST and NSFC (China); CNRS/IN2P3265

(France); BMBF, DFG and MPG (Germany); INFN (Italy); NWO (Netherlands); MNiSW266

and NCN (Poland); MEN/IFA (Romania); MSHE (Russia); MICINN (Spain); SNSF267

7

5400 5600 5800 6000
]2c [MeV/−µ+µm

0
5

10
15
20
25
30
35

)2 c
C

an
di

da
te

s /
 (2

7.
2 

M
eV

/ LHCb
-19.0 fb

0.35 < BDT < 0.55

Data
Total

−µ+µ →s
0B
Combinatorial

5400 5600 5800 6000
]2c [MeV/−µ+µm

0
5

10
15
20
25

)2 c
C

an
di

da
te

s /
 (2

7.
2 

M
eV

/ LHCb
-19.0 fb

BDT > 0.55

Data
Total

−µ+µ →s
0B
Combinatorial

0 5 10 15
Decay time [ps]

0
2
4
6
8

10

C
an

di
da

te
s /

 (1
 p

s)

LHCb
-19.0 fb

0.35 < BDT < 0.55

0 5 10 15
Decay time [ps]

0
2
4
6
8

10

C
an

di
da

te
s /

 (1
 p

s)

LHCb
-19.0 fb

BDT > 0.55

Figure 2: The dimuon invariant mass distributions with the fit models used to perform the
background subtraction superimposed (top row) and the background-subtracted decay time
distributions with the fit model used to determine the B0

s ! µ+µ� e↵ective lifetime superimposed
(bottom row). The distributions in the low and high BDT bins are shown in the left and right
columns respectively.

with the fit function superimposed [44]. The e↵ective lifetime is found to be 2.07± 0.29±248

0.03 ps, where the first uncertainty is statistical and the second systematic. This value lies249

outside the physical range and is consistent with both the heavy and light mass eigenstate250

lifetimes at 1.5 and 2.2 standard deviations respectively.251

To summarise, an improved measurement of the rare decay B0
s ! µ+µ� and a search for252

B0! µ+µ� and B0
s ! µ+µ�� decays has been performed in pp collision data corresponding253

to a total integrated luminosity of 9.0 fb�1. The data lead to a time-integrated B0
s ! µ+µ�

254

branching fraction measurement of
�
3.09+0.48

� 0.45

�
⇥ 10�9 under the Aµµ

��s
= 1 hypothesis,255

and to an improved measurement of the B0
s ! µ+µ� e↵ective lifetime, 2.07±0.29±0.03 ps.256

No evidence for B0 ! µ+µ� and B0
s ! µ+µ�� signals is found, and the upper limits257

B(B0! µ+µ�) < 2.6⇥ 10�10 and B(B0
s ! µ+µ��)mµµ>4.9GeV/c2 < 2.0⇥ 10�9 at 95% CL258

are set. The results are in agreement with the SM predictions and further constrain259

possible New Physics contributions to these observables.260

Acknowledgements261

We express our gratitude to our colleagues in the CERN accelerator departments for the262

excellent performance of the LHC. We thank the technical and administrative sta↵ at the263

LHCb institutes. We acknowledge support from CERN and from the national agencies:264

CAPES, CNPq, FAPERJ and FINEP (Brazil); MOST and NSFC (China); CNRS/IN2P3265

(France); BMBF, DFG and MPG (Germany); INFN (Italy); NWO (Netherlands); MNiSW266

and NCN (Poland); MEN/IFA (Romania); MSHE (Russia); MICINN (Spain); SNSF267

7

EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (CERN)

CERN-EP-2021-xxx
LHCb-PAPER-2021-007

March 3, 2021

Improved measurement of

B0

(s)! µ+µ�
decays

The LHCb collaboration†

Abstract

An improved measurement of the rare decay B0
s ! µ+µ� and searches for the

decays B0! µ+µ� and B0
s ! µ+µ�� are performed at the LHCb experiment using

data collected in pp collisions at
p
s = 7TeV, 8TeV and 13TeV, corresponding

to integrated luminosities of 1.0 fb�1, 2.0 fb�1 and 5.7 fb�1, respectively. The
branching fraction B(B0

s ! µ+µ�) =
�
3.09+0.46+0.15

� 0.43� 0.11

�
⇥ 10�9 and the e↵ective

lifetime ⌧(B0
s ! µ+µ�) = 2.07 ± 0.29 ± 0.03 ps are measured, where the first

uncertainty is statistical and the second one systematic. No significant signal
for B0 ! µ+µ� and B0

s ! µ+µ�� events is found and the upper limits B(B0 !
µ+µ�) < 2.6⇥10�10 and B(B0

s ! µ+µ��)mµµ>4.9GeV/c2 < 2.0⇥10�9 at the 95% CL
are determined. All results are in agreement with the Standard Model expectations.
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This Letter reports the results of experimental
studies designed to search for the 2m decay of the
K, meson. Several previous experiments have
served"~ to set an upper limit of 1/300 for the
fraction of K2 's which decay into two charged pi-
ons. The present experiment, using spark cham-
ber techniques, proposed to extend this limit.
In this measurement, K,' mesons were pro-

duced at the Brookhaven AGS in an internal Be
target bombarded by 30-BeV protons. A neutral
beam was defined at 30 degrees relative to the

1 1circulating protons by a 1&-in. x 12-in. x 48-in.
collimator at an average distance of 14.5 ft. from
the internal target. This collimator was followed
by a sweeping magnet of 512 kG-in. at -20 ft. .
and a 6-in. x 6-in. x 48-in. collimator at 55 ft. A
1~-in. thickness of Pb was placed in front of the
first collimator to attenuate the gamma rays in
the beam.
The experimental layout is shown in relation to

the beam in Fig. 1. The detector for the decay
products consisted of two spectrometers each
composed of two spark chambers for track delin-
eation separated by a magnetic field of 178 kG-in.
The axis of each spectrometer was in the hori-
zontal plane and each subtended an average solid
angle of 0.7&& 10 steradians. The squark cham-
bers were triggered on a coincidence between
water Cherenkov and scintillation counters posi-
tioned immediately behind the spectrometers.
When coherent K,' regeneration in solid materials
was being studied, an anticoincidence counter was
placed immediately behind the regenerator. To
minimize interactions K2' decays were observed
from a volume of He gas at nearly STP.

Water

The analysis program computed the vector mo-
mentum of each charged particle observed in the
decay and the invariant mass, m*, assuming
each charged particle had the mass of the
charged pion. In this detector the Ke3 decay
leads to a distribution in m* ranging from 280
MeV to -536 MeV; the K&3, from 280 to -516; and
the K&3, from 280 to 363 MeV. We emphasize
that m* equal to the E' mass is not a preferred
result when the three-body decays are analyzed
in this way. In addition, the vector sum of the
two momenta and the angle, |9, between it and the
direction of the K,' beam were determined. This
angle should be zero for two-body decay and is,
in general, different from zero for three-body
decays.
An important calibration of the apparatus and

data reduction system was afforded by observing
the decays of K,' mesons produced by coherent
regeneration in 43 gm/cm' of tungsten. Since the
K,' mesons produced by coherent regeneration
have the same momentum and direction as the
K,' beam, the K,' decay simulates the direct de-
cay of the K,' into two pions. The regenerator
was successively placed at intervals of 11 in.
along the region of the beam sensed by the detec-
tor to approximate the spatial distribution of the
K,"s. The K,' vector momenta peaked about the
forward direction with a standard deviation of
3.4+0.3 milliradians. The mass distribution of
these events was fitted to a Gaussian with an av-
erage mass 498.1+0.4 MeV and standard devia-
tion of 3.6+ 0.2 MeV. The mean momentum of
the K,o decays was found to be 1100 MeV/c. At
this momentum the beam region sensed by the
detector was 300 K,' decay lengths from the tar-
get.
For the K,' decays in He gas, the experimental

distribution in m is shown in Fig. 2(a). It is
compared in the figure with the results of a
Monte Carlo calculation which takes into account
the nature of the interaction and the form factors
involved in the decay, coupled with the detection
efficiency of the apparatus. The computed curve
shown in Fig. 2(a) is for a vector interaction,
form-factor ratio f /f+= 0.5, and relative abun-
dance 0.47, 0.37, and 0.16 for the Ke3, K&3, and
Eg3 respectively. The scalar interaction has
been computed as well as the vector interaction
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Table 5: Measured RK⇤0 ratios in the two q2 regions. The first uncertainties are statistical and
the second are systematic. About 50% of the systematic uncertainty is correlated between the
two q2 bins. The 95.4% and 99.7% confidence level (CL) intervals include both the statistical
and systematic uncertainties.

low-q2 central-q2

RK⇤0 0.66 + 0.11
� 0.07 ± 0.03 0.69 + 0.11

� 0.07 ± 0.05

95.4% CL [0.52, 0.89] [0.53, 0.94]

99.7% CL [0.45, 1.04] [0.46, 1.10]
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Figure 10: (left) Comparison of the LHCb RK⇤0 measurements with the SM theoretical predic-
tions: BIP [26] CDHMV [27–29], EOS [30, 31], flav.io [32–34] and JC [35]. The predictions are
displaced horizontally for presentation. (right) Comparison of the LHCb RK⇤0 measurements
with previous experimental results from the B factories [4, 5]. In the case of the B factories the
specific vetoes for charmonium resonances are not represented.

of 3 fb�1 of pp collisions, recorded by the LHCb experiment during 2011 and 2012, are
used. The RK⇤0 ratio is measured in two regions of the dilepton invariant mass squared
to be

RK⇤0 =

(
0.66 + 0.11

� 0.07 (stat) ± 0.03 (syst) for 0.045 < q
2

< 1.1 GeV2
/c

4
,

0.69 + 0.11
� 0.07 (stat) ± 0.05 (syst) for 1.1 < q

2
< 6.0 GeV2

/c
4
.

The corresponding 95.4% confidence level intervals are [0.52, 0.89] and [0.53, 0.94]. The
results, which represent the most precise measurements of RK⇤0 to date, are compatible
with the SM expectations [26–35] at 2.1–2.3 standard deviations for the low-q2 region
and 2.4–2.5 standard deviations for the central-q2 region, depending on the theoretical
prediction used.

Model-independent fits to the ensemble of FCNC data that allow for NP contribu-
tions [27–35] lead to predictions for RK⇤0 in the central-q2 region that are similar to the
value observed; smaller deviations are expected at low-q2. The larger data set currently
being accumulated by the LHCb collaboration will allow for more precise tests of these
predictions.
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1 Supplementary material for LHCb-PAPER-2019-

040

This appendix contains supplementary material that will be posted on the public CDS
record but will not appear in the paper.

Figure 1: Measured value of R�1
pK in the range 0.1 < q2 < 6GeV2/c4 and m(pK�) < 2600MeV/c2

(red point), including statistical and systematic uncertainties, compared to unity (dashed line).
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Figure 2: Measured value of RpK in the range 0.1 < q2 < 6GeV2/c4 and m(pK�) < 2600MeV/c2

(red point), including statistical and systematic uncertainties, compared to unity (dashed line).

1

Several	anomalies in	! → #ℓ!ℓ" decays	emerged	over	the	past	decade:
Ø Tests	of	lepton	universality

$& → &∗&ℓ(ℓ) (3	fb–1)
!&∗" = 0.66'(.(*+(.,, stat ± 0.03 syst 0.045 < /-/GeV- < 1.1
!&∗" = 0.69'(.(*+(.,, stat ± 0.05 syst 1.1 < /-/GeV- < 6.0

2.2–2.5σ deviation	from	SM	in	each	bin.	[JHEP	08	(2017)	55]

Λ. → 7&)ℓ(ℓ) (5	fb–1)
!.&# = 0.86'(.,,+(.,/ stat ± 0.05 syst 0.1 < /-/GeV- < 6.0

Agrees	with	SM	at	1σ.	[JHEP	05	(2020)	40]

$( → &(ℓ(ℓ) (9	fb–1)
!&$ = 0.846'(.(01+(.(/- stat '(.(,-+(.(,0 syst 1.1 < /-/GeV- < 6.0

3.1σ deviation	from	SM.	
[arxiv:	2103.11769	(submitted	to	Nature	Physics)]

Flavour Anomalies

10

BaBar:	Phys.	Rev.	D86	(2012)	032012
Belle:	JHEP	03	(2021)	105	

Results: Combination

35

Two	results	combined	to	evaluate	total	significance	with	respect	to	the	SM:

ØFit	for	Wilson	Coefficients	using	Flavio	[arxiv:1810.08132]
ØFloat	(3-.44 = −(52-.44 (LFU	ratios	cannot	disentangle	(3 and	(52)

Combined	significance	=	2σ

Best	fit	value:

XJK0LL = −Y. Z"1.N!1.O

0 1 2 3
(*)KR

 Belle*+KR
4c/2 < 6.0 GeV2q1.1 < 

 Belle*+KR
4c/2 < 1.1 GeV2q0.045 < 

 Belle0
SK

R
4c/2 < 6.0 GeV2q1.0 < 

-1 LHCb 9 fb*+KR
4c/2 < 6.0 GeV2q0.045 < 

-1 LHCb 9 fb0
SK

R
4c/2 < 6.0 GeV2q1.1 < 

Phys. Rev. Lett. 126 (2021) 161801, JHEP 03 (2021) 105
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• What is the overall picture? Combination statistically not simple

PAPER-2019-040

PAPER-2021-004PAPER-2021-038

PAPER-2021-008

Martino Borsato - Heidelberg U.

Hadronic uncertainties: charm loops

I important for resonance
regions (charmonia)

I SM effect contributing to C�`

I depends on q�, lepton univ.
I quark-hadron duality approx

at large q� (syst of few %) B M

`+

`�

Oi

cc̄

3

Several approaches agree at low-q�

I LCSR estimates [Khodjamirian, Mannel, Pivovarov, Wang; Gubenari, Van Dyk]

(see talk by Gubenari)
I order of magnitude estimate for the �ts (LCSR or ⇤/mb), check with bin-by-bin

�ts QM: we include a nuisance parameter si to allow for
constructive/destructive interference between charm and short-distance

for each amplitude widening theo uncertainties [Crivellin, Capdevila, SDG, Hofer, Matias;

Straub, Altmannshoffer; Hurth, Mahmoudi]
I �t of sum of resonances to the data [Blake, Egede, Owen, Pomery, Petridis]
I dispersive representation + J/ , (�S) data [Bobeth, Chrzaszcz, van Dyk, Virto]

Is charm-loop overestimated instead of underestimated?

J. Matias & P. Stangl (UAB & U. Bern) Beyond the Flavour Anomalies, �� April ���� ��/��

 angular analysesb → sμμ
๏ Several groups performed fits to

 results (and more)
• Varying all relevant effective couplings
• Taking into account Theo. and exp. 

uncertainties and correlations

๏ Simple fits of vector coupling  
reported with LHCb  angular 
analyses give consistent results

๏ Theory uncertaities under scrutiny
• Special attention to the role of non-

local charmonium loops
• Could cause a shift in SM 

b → sμμ

C9
b → sμμ

C9

13

°3 °2 °1 0 1
¢Re(C9)

Bs ! ¡µ+µ°
B+ ! K§+µ+µ°
B0 ! K§0µ+µ° 3.3σ 

3.1σ 

1.9σ 

Private compilation of the Flavio fits results  
presented in from PRL 125(2020)011802, 
PRL 126(2021)161802, LHCb-PAPER-2021-022

Re(C9 − CSM
9 )

A growing number of global fits:
Algueró et al: arXiv:2104.08921

Altmannshofer et al: arXiv:2103.13370
Ciucchini et al: arXiv:1903.09632

Geng et al arXiv:2103.12738 
Hurth et al: arXiv:2104.10058

Kowalska et al: arXiv:1903.10932
and more…

Stay tuned for the 
discussion in the 

next talk and 
tomorrow

+ Angular Fits? 

From: Martino Borsato, Flavour Anomaly Workshop, 
20 Oct 2021, https://indico.cern.ch/event/1055780/

Liverpool – 7 Nov 2022

https://indico.cern.ch/event/1055780/


Model building

• Most popular models: Z’ or Leptoquark

W ′

b

ν

τ−

c

SM SU(2)’ Leptoquark

LQb

ν

τ−

c

LQb

µ+

µ−

s
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Particle Indirect Direct
ν β decay Fermi 1932 Reactor ν-CC Cowan, Reines 1956

W β decay Fermi 1932 W→eν UA1, UA2 1983

c K0→µµ GIM 1970 J/ψ Richter, Ting 1974

b CPV K0→ππ CKM, 3rd gen 1964/72 Υ Ledermann 1977

Z ν-NC Gargamelle 1973 Z→e+e- UA1 1983

t B mixing ARGUS 1987 t→Wb D0, CDF 1995

H e+e- EW fit, LEP 2000 H→4µ/γγ CMS, ATLAS 2012

? What’s next ? ? ?

d

K0
W
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d

d
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Historical record of indirect discoveries
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Quantifying significance

χ2 of null hypothesis? 

Good Good

Δχ2 vs discovery hypothesis (coherent pattern) ?  

Favour Gauss   Favour (C9,C10)NP

Look-elsewhere effect (arXiv:2104.05631) ?

Mass range Wilson space

1 2 3 4 5 6
9−10×

)−µ+µ →s
0B(B

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
9−10×)− µ+ µ 

→0 B(B

SM

LHCb
1−4.4 fb

1−9 fb

contours hold 68%, 95% CL (etc.)

Figure 17: A 2 dimensional representation of the branching fraction measurements for B0
s ! µ+µ�

and B0! µ+µ�. The Standard Model value is shown as the red cross labelled SM. The central
value from the branching fraction measurement is indicated with the blue dot. The profile
likelihood contours for 68%, 95% CL, etc. intervals for the result presented in this letter are
shown as blue contours, while the yellow contours indicate the previous measurement [12].
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Higgs                    vs                 b→sl+l-
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